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1 The background of the research

The idea of automatic error analysis of algorithms and/or arithmetic expressions is as old as the scientific computing itself and originates from Wilkinson (see Higham [27]), who also developed the theory of floating point error analysis [68], which is the basis of today’s floating point arithmetic standards ([53], [50]). There are various forms of automatic error analysis with usually partial solutions to the problem (see, e.g. Higham [27],[21]). The most impressive approach is the interval analysis, although its use is limited by the technique itself (see. e.g. [47], [48], [49], [31], [32], [64], [27]). Most of the scientific algorithms however are implemented in floating point arithmetic and the users are interested in the numerical stability or robustness of these implementations. The theoretical investigations are usually difficult, require special knowledge and they not always result in conclusions that are acceptable in practice (for the reasons of this, see, e.g. [67], [68], [11], [27], [21]). The common approach is to make a thorough testing on selected test problems and to draw conclusions upon the test results (see, e.g. [57], [58], [65]). Clearly, these conclusions depend on the "lucky" selection of the test problems and in any case require a huge amount of extra work. The idea of some kind of automatization arose quite early.

The effective tool of linearizing the effects of roundoff errors and using the computational graph have been widely applied since the middle of the 70’s ([40], [41], [42], [43], [44], [45], [46], [61], [35], [60]). Concerning the computational graph related error analysis Chaitin-Chatelin and Frayssé [11] gave the following summary.

"The stability analysis of an algorithm \( x = G(y) \) with the implementation \( G_{alg} = \Pi G^{(i)} \) depends on the partial derivatives \( \frac{\partial G^{(i)}}{\partial y_j} \) computed at the various nodes of the computational graph (see § 2.6). The partial derivatives show how inaccuracies in data and rounding errors at each step are propagated through the computation. The analysis can be conducted in a forward (or bottom-up) mode or a backward (or top-down) mode. There have been several efforts to automate this derivation. One can cite the following:

1. Miller and Spooner (1978);
2. the B-analysis: Larson, Pasternak, and Wisniewski (1983), Larson and Sameh (1980);
3. the functional stability analysis: Rowan (1990);
4. the automatic differentiation (AD) techniques: Rall (1981), Griewank (1989), Iri (1991)"

Miller developed his approach in several papers ([37], [38], [39], [40], [41], [42], [43], [44], [45], [46]). The basic idea of Miller’s method is the following. Given a numerical algorithm to analyze, a number \( \omega(d) \) is associated with each set \( d \)
(d ∈ ℝⁿ) of input data. The function ω : ℝⁿ → ℝ measures rounding error, i.e., ω(d) is large exactly when the algorithm applied to d produces results which are excessively sensitive to rounding errors. A numerical maximizer is applied to search for large values of ω to provide information about the numerical properties of the algorithm. Finding a large value of ω can be interpreted as the given numerical algorithm is suffering from a specific kind of instability.

The software performs backward error analysis. The value ω(d) · u (where u is the machine rounding unit) can be interpreted as the first order approximation of the upper bound for the backward error. The computation of the error measuring number is based on the partial derivatives of the output with respect to the input and the individual rounding errors. An automatic differentiation algorithm is used to provide the necessary derivatives.

The Miller algorithm was implemented in Fortran language (actually in FORTRAN IV) by Webb Miller and David Spooner [44], [45] in 1978. More information on the use of the software by Miller and its theoretical background can be found in [40], [41], [42] and [44]. The software is in the ACM TOMS library with serial number 532 [45].

Miller and Wrathall published a book [46] on the construction, background and use of the software in which the potential of the software is clearly demonstrated through 14 case studies. The answers of the software are consistent in these cases with the well known formal analytical and experimental results.

Miller’s approach was further developed by Larson, Pasternak, and Wisniewski [35], Rowan [60], Bliss [5] and Bliss et al [6].

Upon the basis of corresponding literature, the Miller approach seems to be the most advanced although Miller’s method has several setbacks. The numerical method to be analyzed must be expressed in a special, greatly simplified Fortran-like language. We can construct for-loops and if-tests that are based on the values of integer expressions. There is no way of conversion between real and integer types, and no mixed expressions (that contains both integer and real values) are allowed. Hence we can define only straight-line programs, i.e., where the flow of control does not depend on the values of floating point variables. To analyze methods with iterative loops and with branches on floating point values, the possible paths through any comparisons must be treated separately. This can be realized by constrained optimization. We confine search for maximum to those input vectors by which the required path of control is realized. The constraints can be specified through a user-defined subroutine.

Higham [27] points out that the special language and its restrictions as the greatest disadvantage of the software:

"...yet the software has apparently not been widely used. This is probably largely due to the inability of the software to analyse algorithms expressed in For-
Unfortunately, this can be said more or less on the other developments that followed the Miller approach.

2 The aims of the research

The aim of my research work is to improve Miller’s method to a level that meet today’s requirements. I improved and upgraded Miller’s method in two main steps. The first step was a F77 version usable in PC environment with standard F77 compilers such as the GNU and Watcom compilers. This version was able to handle algorithms with a maximum of 3000 inputs, and a maximum of 1000 outputs, and operations of a maximum of 50000 while the original Miller program can handle a maximum of 30 inputs, 20 outputs and 300 operations. However even this new version used the simplified Fortran like language of Miller which is considered as a major problem by Higham and others. Using the recently available techniques such as automatic differentiation, object oriented programming and the widespread use of MATLAB I have eliminated the above mentioned drawbacks of Miller method by creating a Matlab interface. Applying the operator overloading based implementation technique of automatic differentiation Griewank [25] and Bischof etal [4] we have provided means of analyzing numerical methods given in the form of Matlab m-functions. In our framework, we can define both straight-line programs and methods with iterative loops and arbitrary branches. Since the possible control paths are handled automatically, iterative methods and methods with pivoting techniques can also be analyzed in a convenient way. Miller originally used the direct search method of Rosenbrock for finding numerical instability. To improve the efficiency of maximizing, we added two more direct search methods [7]: the well known simplex method of Nelder and Mead, and the so called multidirectional search method developed by Torczon [63].

In the thesis we present a significantly improved and partially reconstructed Miller method by designing and developing a new Matlab package for automatic roundoff error analysis. Our software provides all the functionalities of the work by Miller and extends its applicability to such numerical algorithms that were complicated or even impossible to analyze with Miller’s method before. Since the analyzed numerical algorithm can be given in the form of a Matlab m-file, our software is easy to use.
3 The methods of investigation

The investigations and software development required the knowledge and use of the following areas

- the theory of programming,
- theory of compilers,
- computational graphs,
- the theory and practice of automatic differentiation,
- backward error analysis theory of Wilkinson [67], [68] (see, also [27]),
- numerical analysis,
- nondifferentiable optimization methods
- object oriented programming.

4 The new scientific results

The numerical stability of computational algorithms is a very important issue. The classic error analysis techniques very rarely give computationally feasible results for the practitioner. The classical numerical testing on selected test examples often misleading depending on the selection and properties of the test problems. The purpose of the research is to provide an easy to use automatic error analysis based on compiler techniques, the computational graph techniques, the automatic differentiation techniques, object oriented programming. It was a definite aim that by simply using the written program of an algorithm under consideration the average or any other user can have a reliable estimate of the numerical stability without blind test problem selection. This line of research was initiated by W. Miller, who developed the most advanced program system and its theory during the 70s. Although many researcher developed similar or partly similar systems none of them achieved the high level of Miller’s solution. Miller’s solution however was limited in use by the computer technique of his age. In this thesis I analyzed, improved, upgraded and reimplemented his method. The results of the thesis can summarized as follows.

1. I replaced the minicompiler and its simplified programming language of the Miller method to object oriented Matlab.
2. Upon the bases of computer testing and theory I added two new optimization methods to the system that improved the performance of the software.

3. I reprogrammed and tested the system in Matlab. The new software provides all the functionalities of the work by Miller and extends its applicability to such numerical algorithms that were complicated or even impossible to analyze with Miller’s method before. The analyzed numerical algorithm can be given in the form of a Matlab m-file. Hence our software is easy to use. The program consists of about 10000 lines and it is downloadable from the site

   http://phd.uni-obuda.hu/images/milleranalyzer.zip

   together with a detailed user guide.

4. I applied the new Matlab version to investigate the numerical stability of some ABS methods (implicit LU, Huang and its variants), and three fast matrix multiplication algorithms. The obtained results indicate numerical instability of various scale and in the case of fast matrix multiplication algorithms give a definite yes for the suspected numerical instability of these methods.

5. **The applicability of the results**

   In order to demonstrate the usability and efficiency of the developed software, we used it to examine the stability of some ABS methods [1], [2], namely the implicit LU methods and several variants of the Huang method [2]. The obtained computational results agreed with the already known facts about the numerical stability of the ABS algorithms. The program has shown that implicit LU is numerically unstable and that the modified Huang method has better stability properties than the original Huang method and the famous MGS (modified Gram-Schmidt) method. We also tested three famous fast matrix multiplication algorithms with the following results:

   - The classical Winograd scalar product based matrix multiplication algorithm of $O(n^3)$ operation cost is highly unstable in accordance with the common belief, that has never been published.

   - Both the Strassen and Winograd recursive matrix multiplication algorithms of $O(n^{2.81})$ operation costs are numerically unstable.

   - The comparative testing indicates that the numerical stability of Strassen’s algorithm is somewhat better than those of Winograd.
The obtained results support the common but disputed opinion that these fast matrix multiplication methods are numerically unstable (for reference, see, e.g. Higham [27]).

Upon the basis of our testing, we may think that the new software called Miller Analyzer for Matlab will be useful for numerical people or algorithm developers to analyze the effects of rounding errors.
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