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Frequently used Notations and Symbols

TABLE 1: Common abbreviations and notations

AI Artificial Intelligence
AR Augmented Reality
CG Control Group
CIS Computer-Integrated Surgery

ConvAuto Convolutional Autoencoder
CNN Convolutional Neural Network

CSRT Channel and Spatial Reliability Tracker
DCT Discrete Cosine Transformation
DFT Discrete Fourier Transformation
DoA Degree of Autonomy
DoF Degrees of Freedom

DNN Deep Neural Network
DVRK Da Vinci Research Kit
dVSS da Vinci Surgical System
ECM Endoscope Camera Manipulator
FCN Fully Convolutional Neural Network
FDA United States Food and Drug Administration
FLS Fundamentals of Laparoscopic Surgery
FPS Frames per Seconds
FN False Negative
FP False Positive

FRS Fundamentals of Robotic Surgery
GEARS Global Evaluative Assessment of Robotic Skills

HMM Hidden Markov Model
HR Heart Rate

ICARS Interpersonal and Cognitive Assessment for Robotic Surgery
iDT Improved Dense Trajectory
IEC International Electrotechnical Commission
IoU Intersection over Union
ISO International Organization for Standardization

JIGSAWS JHU–ISI Gesture and Skill Assessment Working Set
KT Knot-tying
LC Laparoscopic Cholecystectomy

LDA Linear Discriminant Analysis
LDLJ Natural log of Dimensionless Jerk

LOOCV Leave One Out Cross-Validation
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LSTM Long Short-Term Memory
MAE Mean Absolute Error
MES Medical Electrical System
MIS Minimally Invasive Surgery
MP Medical Professionals

MSE Mean Squared Error
NASA-TLX NASA Task Load Index

NN Neural Network
NP Needle-passing

NTS Non-Technical Skills
NOTSS Non-Technical Skills for Surgeons

OF Optical Flow
OR Operating Room

OSATS Objective Structured Assessment of Technical Skill
PCA Principal Component Analysis
PnP Perspective n Point Transformation

PSM Patient Side Manipulator
RAMIS Robot-Assisted Minimally Invasive Surgery
ResNet Residual Neural Network

ROI Region of Interest
ROS Robot Operating System

SURG-TLX Surgical Task Load Index
SA Situation Awareness

SDS Surgical Data Science
SPARC Spectral Arc Length

ST Suturing
STIP Space Temporal Interest Points
SVM Support Vector Machines
TCP Tool Center Point

TN True Negative
TP True Positive
VR Virtual Reality

2/3D Two/Three Dimensional
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1 Background

In the case of Minimally Invasive Surgery (MIS), surgeons reach the
human organs through small skin incisions. This approach – compared
to open-access surgery – typically results in less tissue trauma, smaller
scars and quicker recovery for the patient [1]. On the other hand, MIS
requires advanced surgical training, because handling the MIS surgi-
cal (laparoscopic) tools is not intuitive, the operating area is visualized
by an endoscopic camera, the surgeon has limited range of view, and
long surgeries can cause great fatigue. As of today, MIS surgical skill
assessment is not part of the clinical training practice. Robot-Assisted
Minimally Invasive Surgery (RAMIS) can provide help to these MIS
challenges. The da Vinci Surgical System (dVSS) is at the moment the
market leading RAMIS system with more than 7500 clinical systems
across the world [2]. DVSS can help the surgeons with 3D vision, er-
gonomy, intuitive tool handling, tremor filtering and motion scaling.
DVSS is a teleoperational system, the surgeon remotely operates the
patient-side robotic arms from a master console. With dVSS, MIS
can be delivered more precisely, and it can decrease the workload on
the surgeon. MIS was a revolution in medicine 30 years ago, and it
is now part of the everyday clinical routine. During their training,
residents have to take practical exams, but the assessment of these is
usually manually done by an expert surgeon. There are technical and
non-technical skills in surgery; technical skills are such as: instrument
handling, knowledge of equipment, knowledge of procedure and in-
direct indicators (used forces, elapsed time), etc.; non-technical skills
are such as leadership, situation awareness, decision making, dealing
with stress, etc. (Fig. 1). Both skillsets are required for a good sur-
geon, and with frequent assessment, personalized training and better
patient outcome can be achieved. The goal is to assess the skills of the
surgeon autonomously, with available or additional sensors. With au-
tonomous approaches, non-biased, objective surgical skill assessment
can be achieved, furthermore, it does not require extensive time com-
mitment from expert surgeons [3]. With the dVSS, these sensory data
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Fig. 1. Surgical skills are composed of technical skills, non-technical skills and
workload management. Surgical skill training and assessment can directly affect the
skills of the surgeon, which derive better patient outcome.

are more straightforward to access, the kinematic and video data of
the surgeon can be recorded, and the motion of them can be examined.
Kinematic data-based skill classification in RAMIS can be realized
with an almost perfect accuracy, but endoscopic images are available
in traditional MIS and in training videos, it is beneficial to examine
skill assessment through both endoscopic images and kinematic data.

1.1 Skill assessment in RAMIS

The improvements of RAMIS can help the execution of the surgery,
however, RAMIS is still a hard task to master; continuous training and
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feedback about the performance is crucial. Technical skills in RAMIS
are related to the basic skills of the surgeon, the control of the robot
and MIS tools and tissue handling. Nevertheless, non-technical skill
(NTS) assessment is less deterministic. Despite the fact that RAMIS
can decrease the mental workload of the surgeon as shown by several
studies, RAMIS remains a challenging operation to perform not just
physically, but mentally as well, because of the constant communi-
cation, teamwork, leadership, decision making and workload condi-
tions [4, 5, 6].

The workload on the surgeon – which represents the effort to per-
form a task – can be high in several segments of a procedure: there are
mental, physical and temporal demands; furthermore, task complexity
(including multitasking, task novelty), situational stress and distrac-
tions can influence the outcome of the surgery [7, 8]. Naturally, the
same task can cause different workload to different operators. NTS
is related to the workload which can directly affect surgical outcome.
While it is straightforward that technical skills are crucial, NTS can be
as important as technical skills [9, 10, 11].

In the literature, three main approaches for surgical performance
assessment can be identified [12, 13]:

• self-rating questionnaires;

• expert-based scoring and

• automated skill assessment.
Questionnaires are filled by the operator; thus, it is easy to implement,
yet subjective. Objective scoring is done by an expert panel, based
on a standardized method [14]. Expert ratings are supposedly objec-
tive, yet may be biased for personal reasons; furthermore, they can be
hard to implement, being human resource intensive. Automated skill
assessment is based on objectively measurable parameters (such as ap-
plied forces, movement velocity, etc.). However, in most cases, it is
technically not easy to implement. Robotic surgical systems can pro-
vide a unique platform for objective skill assessment due to the record-
able kinematic and video data [15]. The mentioned surgical skill as-
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Fig. 2. Autonomous technical and non-technical surgical skill assessment input
(endoscopic image and kinematic data) and steps. All steps under skill assessment
are covered in this PhD thesis.

sessment approaches can be found in technical and non-technical skill
assessment as well. For the latter, questionnaires and automated solu-
tions can be useful tools, and for technical and NTS assessment, all of
the methods (questionnaires, expert-rating and automated techniques)
can be utilized.

In this PhD thesis, I am focusing on autonomous technical and
non-technical surgical skill assessment based on endoscopic image
and kinematic data (Fig. 2). Sensory data in RAMIS can originate
from clinical interventions, technical or non-technical skill training,
or even surgical subtask automation. Under autonomous skill assess-
ment, image feature extraction, surgical tool segmentation, surgical
tool pose estimation, motion analysis and skill classification techniques
were considered.

2 Research Goals
Training and skill evaluation is crucial in the case of MIS, since it re-
quires extensive practical skills as well, while surgical skill assessment
is not yet part of the clinical practice. With autonomous technology-
supported approaches, non-biased, objective surgical skill assessment
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can be achieved, furthermore, it does not require resources from hu-
man evaluations.

While kinematic data-based skill classification in RAMIS can at-
tain close to 100 % accuracy, but endoscopic images are more gener-
ally available in traditional MIS and in training videos, therefore there
is a need for RAMIS technical skill assessment examined through en-
doscopic images. However, the accuracy of image-based surgical skill
assessment is still below the kinematic data-based solutions. Surgi-
cal skill assessment has to be validated on an annotated database, but
for the widely-used JHU–ISI Gesture and Skill Assessment Working
Set (JIGSAWS), image annotation is not available, thus it is hard to
validate image-based skill assessment.

• Problem 1: Image-based skill assessment’s accuracy should be
improved, because endoscopic camera images are the only widely
accessible data. Semantic segmentation of the surgical tools on
training videos should be available.

Non-technical surgical skill assessment is not a widely studied re-
search domain, while clinical failures in the OR may just as commonly
originate from low non-technical skills of the surgeon than the lack of
technical skills.

• Problem 2: Non-technical skill needs training and evaluation.
Non-technical surgical skills should be examined with autonomous
techniques as well.

Automating the motion of the camera holder arm can decrease the
cognitive workload on the surgeon, while surgical skill assessment is
essential in this cases for safety reasons. However, image-based skill
assessment can be complex if the camera is moving as well.

• Problem 3: Image-based skill assessment should be the part of
automated camera motion for safety reasons. A solution should
be provided to filter the camera motion from the visual scene.
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The problems identified above summarize three areas covering an
important set of interconnected issues, and address scientific problems
relevant to the clinical practice.

3 Materials and Methods

3.1 Image-based automated technical skill assessment
in RAMIS

In the case of classical MIS or the widely available training and surgi-
cal videos, only 2D endoscopic image is accessible. In my first Thesis
group, a surgical tool pose estimation technique was proposed for the
dVSS articulated tools, providing algorithmic support for autonomous
technical skill assessment (in dissertation: Chapter 3). The main rea-
son for using generated image-based positions is that kinematic data-
based solutions typically provide much higher accuracy for skill clas-
sification, compared to endoscopic image-based solutions. The idea
behind this research is that if accurate tool pose can be generated from
the images, it can be a good alternative of kinematic data-based so-
lutions. The tool pose estimation is based on 2D endoscopic images,
shape features and iterative Perspective n Point transformation method
[16]. The introduced technique was validated on the Synthetic MIC-
CAI dataset, which contains training videos and kinematic data on the
dVSS [17]. The smoothness of the generated tool trajectories were ex-
amined with the natural log of Dimensionless Jerk (LDLJ) and Spec-
tral Arc Length (SPARC) [18, 19]. My method’s usability for skill
classification was validated on the JIGSAWS dataset [20] with Ran-
dom Forest-based time series supervised classifier [21]. JIGSAWS
dataset is the most widely used dataset for surgical skill assessment,
yet, there has been no solution for semantic segmentation of the surgi-
cal instruments in it. In this Thesis, different neural networks based on
UNet [22], LinkNet [23] and TernausNet [24] were examined and ap-
plied to segment surgical tools in the JIGSAWS dataset aiming to lead
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Fig. 3. Laparoscopic cholecystectomy (LC) surgical scene and anatomy. A) LC
surgical scene, after exposing the Calot’s triangle; b) Anatomy of the cyst and its
environment; c) Surgical phantom created for LC with the peritoneum, cyst and the
cystic artery.

image-based surgical skill assessment, where the ground truth was
generated semi-autonomously with Optical Flow (OF), which tracks
the apparent motion of objects in consecutive frames of a video se-
quence.

3.2 Automated non-technical skill assessment and work-
load evaluation in MIS

NTS assessment can be as important as technical skill assessment in
MIS, while it is not widely studied in the clinical practice, and it is
not included routinely in training. In this Thesis group, I proposed a
methodology for autonomous NTS assessment and workload evalua-
tion in laparoscopic cholecystectomy (LC) training (Fig. 3), (in disser-
tation: Chapter 4). An automated, image and force sensor-based NTS
skill classification solution is presented, aiming to understand the cor-
relations behind tool motions, used forces and situation awareness,
dealing with stress and distractions. For this, a laparoscopic training
platform was created, simulating certain parts of LC: clipping the cys-
tic artery and the dissection of the parietal peritoneal layer. The train-
ing task requires situation awareness, dealing with stress and distrac-
tions, and decision making. 20 trials were recorded, performed by 7
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subjects with different surgical experience. The analysis of the work-
load was done with a self-rating questionnaire (Surgery Task Load
Index, SURG-TLX) [25]. Tool motion was processed with an object
tracking computer vision algorithm (CSRT [26]). The time series data
(force and image) were classified with a Fully Convolutional Neural
Network-based (FCN) classifier [27].

3.3 Skill assessment and automation
Since RAMIS typically operates on soft tissues, automation in this do-
main can be extremely difficult, due to the constantly changing envi-
ronment. At the moment, it is rare to see RAMIS systems on the mar-
ket with autonomy over Level of Autonomy [15]. Related research
is mainly focusing on surgical subtask automation, which belongs
to partial automation, where the automation of surgemes and motion
primitives are necessary as well. However, the workflow of RAMIS
contains subtask elements, where choosing the proper subtask can be
extremely hard, since it can be critical regarding the patient outcome.
These subtasks can be monotonous and time-consuming, thus automa-
tion of them could decrease the workload on the surgeon as well. Skill
assessment in the case of automation can be crucial for safety reasons.
In this Thesis group, a complete framework for OF-based surgical skill
assessment in the case of autonomous endoscope motion is introduced
to assess surgical skills while automation is employed (in dissertation:
Chapter 5).

For surgical subtask automation, a marker-based visual servoing
method was proposed to automate camera motion in RAMIS, which
can help the surgeon focusing only on the instrument control in the
da Vinci Research Kit (DVRK) enhanced research mode. The usage
of visual markers ensured the elimination of a significant fraction of
vision-related errors, thus, during the development and validation, the
main focus could remain on the robot control aspect of the visual ser-
voing problem. The proposed method used eye-in-hand visual servo-
ing approach [28]; it allows the autonomous movements of the cam-
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era by receiving an expected goal function (expected view). It relies
on stereoscopic images as an input, the positioning of the Endoscope
Camera Manipulator (ECM) operates in 3D. Such a video-based surgi-
cal skill assessment method can be widely used, since training videos
are available. In my work, a two dimensional endoscopic image data-
based surgical skill assessment method is developed, which can be
used on any available surgical training videos, if the videos are anno-
tated, including the references to surgical skills. For skill assessment,
OF was chosen as an objective parameter, because of its robustness
and reasonable computational performance. If the camera is auto-
mated, with proper OF ego-motion filtering (which is introduced in
the third Thesis group), the skills of the surgeon can be measured with
the proposed method. The OF features were processed for skill clas-
sification using feature extraction techniques: CNN [29], Long Short-
term Memory (LSTM) [30], ResNet [31], Convolutional Autoencoder
(ConvAuto) [32], Discrete Fourier Transformation (DFT) and Discrete
Cosine Transformation (DCT) [33]. The results were validated on the
JIGSAWS dataset with LOOCV. OF-based skill assessment can be a
much more complex problem, when the viewpoint is moving as well;
OF techniques cannot make a difference between motion originated
from moving objects in the space and from the self-motion of a mov-
ing camera. The motion of the viewpoint – ”ego-motion” – has to
be extracted from the OF vector field to detect moving objects in the
space. The method utilizes the robot’s state of motion and depth in-
formation as an input. The motion of the camera is extracted from the
OF vector field by re-projecting the 2D pixels to the 3D world, and to
extract the re-projected 3D OF with the camera holder arm’s known
state of motion.
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4 New Scientific Results

Thesis group 1

In my first thesis group, I proposed solutions for robotic surgery tech-
nical skill assessment based on endoscopic image data.

Thesis 1/I: I proposed a surgical tool pose estimation technique
and semantic segmentation algorithm for the da Vinci Surgical Sys-
tem’s articulated tools, applicable to autonomous technical skill as-
sessment. My surgical tool pose estimation method provides a generic
solution, since it does not require kinematic data or a complete model
of the tool. It performed on 2D endoscopic images, based on shape
features and iterative Perspective n Point transformation method. The
method’s accuracy was proven in surgical skill assessment, where it
outperformed the state of the art on knot-tying videos (89.33 % accu-
racy).

Thesis 1/II: Ground truth generation for semantic segmentation for
the JIGSAWS dataset was introduced, which was not available before.
Using deep learning methods, I provided an accurate solution for se-
mantic segmentation of the surgical tools for the JIGSAWS dataset, for
image-based skill assessment (97.38 % accuracy, 79.91 % dice score)
with TernausNet. Based on my results, image-based surgical techni-
cal skill assessment can be a good alternative to kinematic data-based
skill assessment for RAMIS-type systems.

Related publications: [RNE1, RNE2, RNE3, RNE4, RNE5]

Thesis group 2

In my second Thesis group, I proved the correlation between objec-
tively measured image and force data and surgical non-technical skills
in robotic surgery.

Thesis 2/I: I proposed a methodology for autonomous non-technical
skill assessment and workload evaluation in laparoscopic cholecystec-
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tomy training. The training was studied with workload assessment
(SURG-TLX). Laparoscopic phantom training and workflow were in-
troduced to simulate stressful situations during surgery (bleeding, time-
critical reaction, distractions, physical demands). Statistical tests showed
significant differences between the two groups (medical professionals
and control group) in the case of mental demands, physical demands
and situational stress (p<0.001, 95 % CI). Learning curve in task com-
plexity resulted significant difference between the first and the second
trials (p<0.05, 95 % CI).

Thesis 2/II: It has been shown that there are non-technical skills of
the surgeon which can be classified based on sensory data (image and
force) during the surgeon’s training, based on a Fully Convolutional
Neural Network (85 % accuracy). This finding can lead to objective
and autonomous surgical non-technical skill assessment, and the pro-
posed training environment can be suitable for personalized training
as well.

Related publications: [RNE6, RNE7, RNE8, RNE9]

Thesis group 3
I proposed a framework for Optical Flow-based surgical skill assess-
ment in the case of autonomous endoscope motion to assess surgical
skills while ECM automation is employed.

Thesis 3/I: An accurate OF-based surgical skill assessment algo-
rithm was presented; it outperformed the state of the art, and I proved
its applicability in RAMIS skill assessment. The results were tested on
the JIGSAWS dataset: in ST, NP, and KT tasks it provided 81.89 %,
84.23 % and 83.54 % accuracy, respectively, with ResNet classifica-
tion.

Thesis 3/II: I proposed an autonomous endoscopic camera motion
algorithm based on visual servoing, tested on the dVSS. The method
could successfully compensate the distances between Patient Side Ma-
nipulators and the endoscopic camera with a marker-based approach.
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Thesis 3/III: An OF ego-motion compensation method was devel-
oped, to extract only surgical tool motions in the visual scene. This
framework can be employed with future safety examinations, where
the motion of the endoscope is automated, while the skills of the sur-
geon are being assessed.

Related publications: [RNE10, RNE11, RNE12, RNE13, RNE14, RNE15]

Further publications related to the Ph.D. Thesis and the accompanying
research work: [RNENR1, RNENR2, RNENR3, RNENR4, RNENR5,
RNENR6, RNENR7]

5 Conclusion and practical applicability

Surgical skill assessment can improve training and patient outcome.
In this dissertation, automated skill assessment in Robot-Assisted and
manual MIS was studied. Endoscopic image data-based surgical tech-
nical skill assessment was shown, additional sensor- and motion analy-
sis-based non-technical surgical skill assessment was proposed, and
finally, a framework for image-based skill assessment – in the case of
autonomous camera motion – was introduced. Technical robotic sur-
gical skills were identified, and the possibility to autonomously mea-
sure these skills. For this, a 2D endoscopic image data-based skill
classification method was introduced, where kinematic data was gen-
erated based on the image features. Its applicability in skill classifi-
cation was examined as well. Non-technical surgical skills are also
possible to estimate objectively with kinematic, endoscopic, or addi-
tional sensor-based autonomous approaches. I introduced the most im-
portant non-technical skills in RAMIS, and the possibilities to assess
these skills manually and autonomously. I showed that with Artificial
Intelligence methods, certain non-technical skills can be classified au-
tonomously. Finally, a method for autonomous camera motion for the
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dVSS was introduced, and I proposed an OF-based method for sur-
gical skill assessment which can be utilized when automation is em-
ployed, furthermore, I proposed an OF ego-motion filter algorithm to
extract only the surgical tool motion. My work was based on human
surgical data and experiments, with a market leader RAMIS system’s
research platform. In my thesis project, I aimed to develop widely ap-
plicable benchmarks, which can help not only the work of the RAMIS
community, but surgical training as well.

My thesis work has the potential to contribute significantly to the
field of autonomous skill assessment and training for surgical resi-
dents. Following my doctoral research, my focus shifted towards as-
sessing both technical and non-technical skills among surgeon resi-
dents and console surgeons using the da Vinci Xi surgical system, in-
corporating physiological signal analysis into the evaluation process.
This collaborative effort involved Semmelweis University (Budapest,
Hungary) and Queen’s University (Kingston, Canada). Surgical skill
assessment plays a vital role in the emerging field of Surgical Data Sci-
ence (SDS), and I have been applying my expertise to SDS studies at
the Austrian Center for Medical Innovation and Technology (ACMIT).
My research findings have also been integrated into various projects,
such as ”Robot-enhanced skill improvement and assessment in min-
imally invasive surgery” (OTKA PD116121, 2015–2017) and ”Re-
search on Localization and Object Detection Based on Heterogeneous
Sensors” (GINOP-2.2.1-15-2017-00097, 2018–2021). Additionally,
my work in the domain of DVRK-related research has been incorpo-
rated into irob-saf, a framework for robotic surgery automation.
In my role as an assistant lecturer at the John von Neumann Faculty of
Informatics, Óbuda University, I have had the privilege of sharing my
research insights with BSc and MSc students. This experience allowed
me to collaborate closely with talented students from institutions such
as Óbuda University, Eötvös Loránd University, Budapest University
of Technology and Economics and Pázmány Péter Catholic Univer-
sity. Looking ahead, my future projects involve non-technical skill
assessment with Hungarian console surgeons in clinical settings and
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the development of an autonomous Surgical Process Modeling system
to support clinical decision-making.
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[RNE2] D. El-Saig, R. Nagyné Elek, and T. Haidegger, “A Graphical
Tool for Parsing and Inspecting Surgical Robotic Datasets,”
in 2018 IEEE 18th International Symposium on Computa-
tional Intelligence and Informatics (CINTI), 2018, pp. 131–
136.
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[RNENR7] K. Takács, R. N. Elek, and T. Haidegger, “Image
processing-based methods to improve the robustness of
robotic gripping,” in 2022 IEEE 22nd International Sym-
posium on Computational Intelligence and Informat-
ics and 8th IEEE International Conference on Recent
Achievements in Mechatronics, Automation, Computer
Science and Robotics (CINTI-MACRo). IEEE, 2022, pp.
345–350.

27


	Notations and Symbols
	Background
	Skill assessment in RAMIS

	Research Goals
	Materials and Methods
	Image-based automated technical skill assessment in RAMIS
	Automated non-technical skill assessment and workload evaluation in MIS
	Skill assessment and automation

	New Scientific Results
	Conclusion and practical applicability
	References
	Publications related to the Thesis
	Other publications


