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CHAPTER 1
INTRODUCTION

Iterative techniques as numerical methods are widely used for finding the solutions to typically non-
linear problems for which normally no closed-form analytical solutions exist. The classical Newton-
Raphson algorithm that was developed in the 17th century [1] obtained wide attention even in our days
(e.g. [2, 3, 4]). It is a root finding algorithm in which the original task is transformed to a fixed point
problem that is solved via iteration. The convergence properties of such iterative sequences were sys-
tematically studied by Stefan Banach in 1922 in his Fixed Point Theorem [5]. Techniques for speeding
up the convergence of iterative sequences were also introduced in the 20th century (e.g. [6, 7]).

Robotics is a typical subject area in which strongly nonlinear systems have to be controlled. The
method of Iterative Learning Control (ILC) applied in robotics was at first announced in English by Ari-
moto in 1984 [8]. It also obtained various applications whenever the task of the robot is to repeatedly
reproduce a typical motion (e.g. [9], [10], [11]). By the application of the concept of motor primitives
similar approach was recently applied by Deniša et al. in [12].

In a wider context in robotics i.e. when the robot has to precisely track a nominal motion that is not
periodic the classical adaptive control approaches normally use Lyapunov’s 2nd or “direct” method that
originally was developed for the investigation of the stability of motion of nonlinear systems in the last
decade of the 19th century [13]. In the sixties of the past century his work was translated to English
[14] and became the mathematical basis in nonlinear adaptive control design. Its great advantage is
that even in the lack of the existence of closed analytical solutions of the equations of motion various
stability definitions can be proved for the controlled motion without knowing its other details. The classic
examples as the Adaptive Inverse Dynamics Controller (AIDC), the Adaptive Slotine-Li Controller (ASLC)
[15, 16] as well as the Model Reference Adaptive Controllers (MRAC) (e.g. [17, 18, 19]) were designed by
the us of various Lyapunov functions.

In spite of its great advantages this design technology has some drawbacks. At first it is a “compli-
cated” method often burdened by mathematical difficulties. It is easy to see that these mathematical
difficulties mainly originate from affording certain “unnecessary luxuries” as follows: the method of-
ten guarantees global stability that is practically too much: in the practice both the unknown external
disturbances and the model parameter uncertainties are bounded therefore it is not compulsory to
guarantee stability for arbitrarily big model errors, disturbances, and initial states e.g. [20]; the majority
of the so designed controllers does not sharply distinguish between the physical role of the kinematic
and the dynamic details: sometimes force terms are directly fed back without using the dynamic model
of the system that results in complicated proofs. Furthermore, the method tries to satisfy satisfactory
conditions instead necessary ones that practically also is “too much”; the solutions normally contain a
great number of more or less arbitrary parameters; their optimal setting may need the application of
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complicated evolutionary technologies (e.g. [21, 22]).
In order to avoid the mathematical complications related to the Lyapunov function-based design

techniques, as alternative approach, iterative solutions were introduced in adaptive control of robots
and other nonlinear systems that have to follow in general non-periodic nominal motion with the sig-
nificant main characteristic features as follows: a) by applying “sterile distinction” between the role of
kinematics and dynamics purely kinematic formulation of the desired tracking error damping was pre-
scribed; b) the necessary control forces (or other control signals in the case of phenomenologically
different physical systems) were calculated on the basis of an available approximate and even incom-
plete dynamic model; c) by observing the actual response of the controlled system and comparing
this response with the model-based expectation the input of the approximate model was iteratively
deformed to better approximate the kinematically prescribed “desired response”; d) the iteration was
generated by a fixed point transformation; e) the need for global stability was generally given up.

In [23] and certain related publications transformations based on simple geometric interpretation
were introduced and their applicability for various physical systems were clarified. In 2009 one of these
transformations, the “Robust Fixed Point Transformations (RFPT)” were found to be especially efficient
[24]. The method contained only a single kinematic and only three adaptive control parameters and
found numerous potential applications e.g. adaptive optimal dynamic control for nonholonomic sys-
tems [25], quasi-stationary control approach in adaptive emission control of freeway traffic [26], etc.

1.1 Outline of the Main Problems in my Research

In my research, the goal was to improve the stability and usability of the nonlinear adaptive controllers. I
chose the Robust Fixed Point Transformation (RFPT)-based iterative solutions instead of the Lyapunov
function-based technique for the basis of the research, which was developed by J. K. Tar in 2009 [24].
In my thesis new contributions related to this new technique are considered. Accordingly, this research
had the logical structure as follows:

1. The original investigations related to the method announced in [24] were restricted to the opera-
tion of the controller in the convergent regime. The methods that were elaborated for tuning one
of the adaptive control parameters in [27, 28] essentially were restricted to and effective within
the convergent regime that was determined by the local properties of the fixed point transfor-
mation and the response function near the useful fixed point. In [29] the appearance of small
fluctuations of the control signal was observed and reduced in the case of a SISO system. No
systematic investigations were done to reveal what happens if the controller leaves this regime
for MIMO systems. These investigations were initiated by me at first for a 2DOF system [A. 1],
later for a 3DOF one [A. 2], and for a chemical system using Brusselator model [A. 3], [A. 4], [A. 5].
It turned out that these controllers produce bounded chaotic motion outside of the region of con-
vergence. By the use of affine approximation of the response functions I systematically studied
this motion. It turned out that the main features of this motion depend on the global properties
of the function that realizes the fixed point transformation and also depends on the properties
of the system’s response function. I also invented a novel method to extend SISO Robust Fixed
Point Transformation method for MIMO systems.

2. Using the results of the investigation of chaos formation, I realized that at appropriate adaptive
control parameter setting continuous increase of the tuned parameter at first produces mono-
tonic convergence with increasing convergence speed, then, before skipping into the chaotic
regime, it yields non-monotonic convergence with decreasing speed of convergence. I referred to
this phenomenon as “precursor oscillations”. I introduced a novel method to stabilize the control
system by using a model-independent observer for the precursor oscillations in the parameter
tuning process [A. 6], [A. 7].
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3. To improve the usability of the original Robust Fixed Point Transformation method, I suggested a
truncated linear sigmoid function to replace its original main component with a practically simpler
realization. I also introduced a tuning method for it [A. 8],[A. 9].

4. I combined the RFPT-based technique with the application of the classical Luenberger observer
for cases in which the system’s state cannot fully and directly measured [A. 10].
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CHAPTER 2
STRICT SCIENTIFIC ANTECEDENTS OF THE THESIS

2.1 Brief Introduction for the RFPT-based Method

The great majority of control literature applies Lyapunov’s 2nd method ([13], [14]) for designing globally
stable adaptive controllers for both linear and nonlinear systems when the available system models
are imprecise and the presence of unknown external perturbations is expected. While the design of
model based predictive controllers on the basis of Lyapunov’s technique is relatively easy, the adaptive
ones can be designed in a complicated manner is which numerous control parameters can arbitrarily
set and the subtle details of trajectory tracking are not well revealed. Both “simple adaptive” as well
as “Model Reference Adaptive Controllers (MRAC)” can be designed in this manner (examples from
the early nineties of the past century to our days are [15], [16], [17], [30], [18], [31], [19], [32], [33], [34]).
Regarding the details of trajectory tracking as well as finding the appropriate Lyapunov function itself
evolutionary methods can be applied, too [21].

Though Lyapunov’s method has the great virtue that it normally guarantees global stability, it also
has certain drawbacks as follows:

• The primary intent of the designer of the controller may be to impose precise restrictions on the
tracking error relaxation as the controller “learns” or tunes itself. However, these details are not
in the focus of the design and they can be revealed only by numerical computations.

• Normally the Lyapunov function may contain ample number of arbitrary adaptive control param-
eters (mainly among the matrix elements of positive definite symmetric matrices). The global
stability can be guaranteed for various settings that have significant effects on the details of the
controlled motion. For determining the practically satisfactory setting some optimization can be
done even by the use of the means of evolutionary computations (e.g., [35], [22]) that normally
may mean high computational burden.

• Though it is easy to understand the mathematical essence of Lyapunov’s method, its particular
applications require very good skills on behalf of the designer.

• The method is built up on rather satisfactory than necessary conditions, consequently it normally
requires “too much”, i.e., it works with more than necessary stipulations.

• These stipulations mainly originate from formal considerations and do not allow the method to
become “versatile enough”. For instance, it was recently shown that slight modification of the
parameter tuning rules of the “classic” Adaptive Inverse Dynamics Controller and the Slotine-Li
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Adaptive Controller, due to which the tuning rules were not deduced from a Lyapunov function it
became possible to combine a modern adaptive technique with the classic parameter learning
methods [36], [37].

To evade the above difficulties, an alternative adaptive design method, the Robust Fixed Point Trans-
formations (RFPT)-based design was introduced [24]. Realizing that though global stability (if it is guar-
anteed) is an advantage but from practical point of view it is “too much” (the modern robust controllers
are designed for bounded/limited uncertainties e.g. [20]), insisting on it is not necessary if the prices
are increased computational costs and further complications in the design, alternative solutions were
initiated in [23] and the related publications. This method applies a particular iterative learning control
in which the iterative sequence is obtained by the use of a contractive map in a Banach Space and
it converges on the basis of Banach’s Fixed Point Theorem [5]. Furthermore it places into the focus
the realization of a prescribed trajectory tracking error relaxation. In its simplest form it only needs 3
adaptive parameters that can be fixed for many applications. It can guarantee only a bounded basin
of convergence that may be left by the system. If it is necessary for maintaining the convergence, one
of its parameters can be adaptively tuned by various manners (e.g., [27], [28]). With the introduction
of these tuning rules only a few new parameters are introduced that have well identified roles. This
design has the advantage that it does not need any precise initial model of the system under control.
It can do with a very approximate model: without trying to “amend” this model it adaptively deforms
its input via observing the behavior of the controlled system. It can well compensate the simultane-
ous effects of modeling errors and unknown, directly not observable external disturbances. (Since no
model improvement happens, this control permanently needs fresh observations and cannot promise
asymptotic stability.)

The most successful version was based on the application of the “Robust Fixed Point Transforma-
tions (RFPT)” [24] for the applicability of which it was assumed that the controlled system’s response
(e.g. acceleration in Classical Mechanics) to the primary controlling physical agent (e.g. torque or force
components) is directly observable. (This condition normally is satisfied e.g. in robotics). In this case,
by the use of an approximate system model the necessary force or other control action for a purely
kinematically calculated “desired response” rDes can be estimated and exerted on the controlled sys-
tem that produces the observed response r. In this manner a “response function” f (rDes, . . .) can be
introduced that is not known analytically but can be identified as pairs of known input and output val-
ues. The symbol “. . .” stands for the other arguments of f that partly describe the actual state of the
system and the variables of the environmental interactions.

The essence of RFPT is to generate a contractive map G by the use of which instead of directly
applying rDes an iterative control sequence defined as rn+1 = G

(
rn, f (rn), r

Des
n+1

)
is generated in a linear,

normed, complete metric space (Banach space). Due to the completeness of the space this sequence
has to converge to some r⋆ that is a fixed point of G: r⋆ = G

(
r⋆ , f (r⋆), r

Des
n+1

)
. If G is so constructed that

f (r⋆) = rDesn+1 this sequence yields the solution of the control task. In [24] the following function was
introduced for Single Input - Single Output (SISO) systems:

G
(
rn, f (rn), r

Des
n+1

)
:=

(rn +Kc)
(
1+Bcσ

(
Ac

[
f (rn)− rDesn+1

]))
−Kc

(2.1)

with a monotone increasing smooth sigmoid function σ (x) ∈ (−1,+1) also satisfying the requirements
σ (0) = 0 and dσ (x)

dx |x=0 = 1, Bc = ±1, and Kc and Ac are adaptive control parameters. Since f and
therefore G are related to certain derivatives of the state variable of the controlled system normally
rDes varies slowly and its other variables denoted by “. . .” can be regarded as parameters. The original
idea in [24] concentrated only on the condition of the derivative of G in r⋆ in (2.2)
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dG(rn,f (rn),rDesn+1)
drn

∣∣∣∣∣
rn=r⋆

=

= 1+ (r⋆ +Kc)BcAc
df
drn

∣∣∣∣
rn=r⋆

(2.2)

to achieve −1 < dG(rn,f (rn),rDesn+1)
drn

∣∣∣∣∣
rn=r⋆

< 1 that is needed for the contractivity of the map near r⋆ . For

this purpose estimations were made for the order of magnitude of the occurring response r (e.g. by
simulations made by approximate models and simple PID controllers), then simply some big coefficient
K ≫ |r |, and depending on the sign of df

drn
a constant Bc = ±1, and a little positive parameter Ac were

set. For “Multiple Input - Multiple Output (MIMO)” systems a modification of (2.1) was introduced as

h⃗ := f⃗ (r⃗n)− r⃗Des, e⃗ := h⃗/ ∥⃗h∥,
B̃ = Bcσ (Ac ∥⃗h∥)

r⃗n+1 = (1+ B̃)r⃗n + B̃Kc e⃗

(2.3)

that simply corresponds to a scaling in the direction of the response error h⃗ := f⃗ (r⃗n)− r⃗Des.
It was found that for several applications a constant settings for {Kc,Ac,Bc} can work well. The

RFPT-based method was found to be also applicable for designing new types of MRAC controllers (e.g.
[38]). For applications for which this constant settings did not work, to keep the occurring responses
in the vicinity of r⋆ two different tuning approaches were invented for the parameter Ac at fixed Kc and
Bc ([27], [28]).

The behavior of the controller outside of the region of convergence was first investigated in In [29]
in connection with the control of a van der Pol oscillator. Strong chattering was observed that was
found to be similar to that of the Variable Structure /Sliding Mode (VS/SM) controllers (e.g. [39], [40],
[41]) that slowly approached the nominal trajectory with good precision. Similar behavior was observed
in the case of MIMO system in [A. 1]. In [A. 6] a systematic investigation revealed that depending on
the nature of df

drn
by increasing Ac from zero at first monotone, than non-monotone, oscillating conver-

gence that was called “precursor oscillations” in [A. 6] can be guaranteed in rn→ r⋆ before the bounded
chattering at higher Ac occurred. On this basis a model-independent observer was designed to monitor
the oscillations in {rn} to keep the controller in the convergent region.

2.2 Early Parameter Tuning in the RFPT-based Method

Though the conditions of convergence were detailed in [24] it worths noting that, as it can well be seen in
(3.25), the properties of the partial differential ∂f⃗ (r⃗n)

∂r⃗n
certainly influence the convergence of the method

since it considerably influences the formation of the control sequences through ∂r⃗n+1
∂r⃗n

. Actually this
quantity can be used for deciding if the choice Bc = 1 or Bc = −1 can be taken, as well as for deciding
the proper range for |Kc |. In the particular examples considered instead of computing the components
of the matrix ∂f⃗ (r⃗n)

∂r⃗n
the more easily computable scalar product [f⃗ (r⃗n)− f⃗ (r⃗n−1)]T [r⃗n− r⃗n−1] was observed

for determining the controllability of the given stage of the process.
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Figure 2.1: Explanation of “fuzzy grid” used for fine tuning of the adaptive control parameters {Aci } first introduced
in [42] and completed by rigidly shifting the whole grid

For developing observers the properties of the series given in (2.4) is utilized by the use of which
forgetting filters can be constructed for the discrete time-sequence of physical quantities {z(t − s)|s =
0, . . . ,∞} as z̄(t) = (1−β)

∑∞
s=0β

sz(t−s) in which s = 0 corresponds to the present instant, and the higher
values pertain to the past (also used e.g. in [42]). The old, rather “obsolete” information is forgotten
faster for smaller 0 < β < 1 values. For constant z(i) ≡ z evidently z̄ = z therefore (2.4) acts as a noise
filter, too, that is able to average out fluctuations. From technical point of view the realization of this filter
is very easy: a quantity ẑ(t) can be stored in a buffer and in each control cycle the refreshing operation
ẑ(t +1) := βẑ(t) + z(t +1), z̄(t) = (1− β)ẑ(t) can be applied.

Σ :=
∞∑
s=0

βs =
1

1− β
<∞ if |β| < 1 (2.4)

2.3 Fractional Derivatives

Though the idea of the fractional integrals and derivatives is as old sa that of the integer order ones (in
1695. L’Hospital asked Leibniz about the meaning of Dny if n = 1

2 [43]), in the development of natural
sciences the integer order differentiation and integral calculus played the prime role till the first third of
the 20th century (Gemant about 1930) when it was used for describing viscoelastic phenomena. (In
the development of Classical Mechanics Galilei observed the fundamental significance of the accel-
eration according to which the theory has been formalized in a variation principle using a Lagrangian
that contained integer order derivatives of the state variable. Since Classical Mechanics served as a
prototype for other physical theories this trend was deterministic for a long while. The mathematicians
continuously worked on the development of this theory during the 19th century, too.) In connection
with the description of physical systems of long term memory it became clear that the integer order
description suffers from the need of very high order derivatives requiring a lot of data describing the
initial condition. It was found that this difficulty can be elegantly evaded by fitting only a few param-
eters of a fractional order model [liquid-porous wall interaction, earthquake models, classical masses
coupled by springs, etc. [43]]. Another problem with the use of the integer order derivatives consists
in their sensitivity to measurement noises: the higher the order of derivation is the more sensitive the
result is. The fractional order derivatives can be defined for functions that does not have integer order
ones, furthermore their inherent memory make them promising tools for noise filtering applications.
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2.4 Order Reduction Techniques

If a mechanical system is driven by permanent magnet DC motors then for a prescribed acceleration the
mechanical components’ acceleration or deceleration needs driving force or torque signals. In these
motors the necessary torque is proportional to the actual current of the coils. Due to the inductivity
of the electric subsystem this current cannot be abruptly changed: only the first time-derivative of this
current can be set by the control voltage. Consequently, only the 3rd time-derivatives of the generalized
coordinates of the mechanical system can be immediately be set, that is the order of the control task
is 3. If we insist on the use of a 2nd order controller we also need some order reduction technique.

Whenever we wish to control the motion of big systems consisting of numerous dynamically cou-
pled subsystems the application of certain order reduction for the model practically is inevitable since
a very high order practically would not be handled [44]. The basic idea of the methods that were already
elaborated for the LTI systems is very simple. Instead of using the “time-picture” these systems can
easily be handled in the “frequency-picture” by using the concept of the “transfer function”. Normally
these transfer functions consist of fractional expressions made of polynomials. The effects of these
polynomials in the inverse Fourier transformation can easily be estimated if the excitation of the system
is described by the elements of function class D, by the use of the “Residuum Theorem”. The Fourier
transform of these functions do not contain any singularity in the complex plain C, and converge to 0 in
the infinity. This convergence is faster than that of the function 1

|ω|n , ∀n ∈ IN. Therefore the integral of
the inverse Fourier transform taken along a contour that comes from −∞ and goes to∞ can be “com-
pleted” by the contribution of a semicircle that is zero. (According to the requirement of causality this
semicircle must be located on the upper half of the complex plain. According to [45] it can be stated
that this function class can widely be used for modeling practically occurring excitations.)

This “completion” results in an integral along a closed curve for the evaluation of which the Residuum
Theorem can be applied. It means that only the contributions of the poles of the transfer function have
to be summarized. These contributions are weighted in the sum by the values of the polynomials in the
numerators of the fractional expressions and by the values of the Fourier transform of the excitation
signal in the poles [46, 47]. If the excitation functions are modeled by the elements of the classD ([45],
[46, 47]), due to their fast decrease in the infinity it can be stated that only the contribution of those poles
are significant in the vicinity of which the Fourier transform of the excitation signal has considerable
absolute value. The contribution of the other poles can be neglected. The neglected poles can be
eliminated by appropriately decreasing the orders of the polynomials in the fractional expressions.

A possible systematic method for constructing the new polynomials originates from the PhD theses
by Padé in 1892 [48]. It is well known that a polynomial of finite order always diverges if |ω| → ∞.
Therefore, if we wish to work with Taylor series, near the border of the region of convergence numerous
terms must be taken into account for appropriate precision. This fact makes the use of the Taylor series
inconvenient in many cases. The application of the fractional expressions of polynomials may be more
convenient since they do not diverge in the range in which their approximate only very imprecisely.
The basic idea is very simple: let us make the first few terms of the Taylor series of the functions to
be approximated and the approximating fractional expressions identical in the center of the frequency
region that has practical significance (“moment matching” [49, 44, 50]). The method can well be used
in the case of fractional order models (e.g. [51]).

Returning to the use of the time-picture for the description of the Linear Time Invariant (LTI) systems,
it is well known that the general solution of the initial problem task x ∈ IRn, x(t0) = x0 for the LTI system
(5.2) is

ẋ = Ax+ bu ,

x(t) = exp(A(t − t0))x0+∫ t
t0
exp(A(t − ξ))Bu(ξ)dξ .

(2.5)
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Due to the Cayley-Hamilton theorem in the matrix exponential in (5.2) the linearly independent columns
of the resulting matrix may be only the elements of the set {B,AB,A2B, . . . ,An−1B}. If our system is stable
the term exp(A(t − t0))x0 – that is independent of the control signal– converges to zero, consequently
the subset of the possible states that is reachable by the controller is spanned by this set (Krylov -base).
For the application of Padé’s method the relationship between the moments and the Krylov base has
to be clarified. In 1950 Kornél Lánczos [52] elaborated an algorithm for the construction of a system of
basis vectors that is more specific to this need than the original Krylov base. In 1951 Arnoldi invented
a more stable algorithm for the same purpose [53].

In the case of nonlinear systems a popular technique is the linearization [44] that can be used for
treating the motion of a systems that is restricted to the vicinity of an equilibrium point. For starting
point it takes the linearized approximation of the original model in the equilibrium point. The method
can be improved by taking into account the higher order terms (e.g. [54, 55]). In general it can be
stated that the current methods concentrate on the “augmented application” of the essentially linear
approaches (e.g. “Proper Orthogonal Decomposition” (POD) [56]), or on the isolation of the nonlinearities
and reduction of the linear parts in their vicinity (e.g. [57, 58])).
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CHAPTER 3
INVESTIGATION OF THE ROBUST FIXED POINT TRANSFORMATION
BASED CONTROLLER OUTSIDE OF THE REGION OF CONVERGENCE

3.1 Investigation of Chaos formation

The investigation of chaos formation has to concentrate on the whole possible control region since
divergent behavior may happen whenever the system leaves the vicinity of the attractive fixed point
that can guarantee the desired convergent operation of the controller. In the case of the control of a
SISO system the response function of which can be approximated by an affine model for the control
signal r ∈ IR the following ranges are of especial interest:

1. the range in which the sigmoid function in the equations (3.1) saturates at the vale of +1: in this
case G(r) can be approximated as G(x) ≈ 2r +K ,

2. the vicinity of the fixed point r = −K ,

3. the interval between the two fixed points −K and r∗ (f (r∗) = rd), and

4. the saturation range of the sigmoid at −1 resulting in G(r) ≈ −K .

Figure 3.15 explains the reason, why the controller cannot suffer fatal crash. The limits are y = 2r+K ,
−K .

G(r, f (rextr1 ), r
d) := (r +K)× 2−K = 2r +K

G(r, f (rextr2 ), r
d) := −K

(3.1)
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Figure 3.1: Schematic figure explaining the formation of chaos for a 1 DOF system [A. 1]

3.1.1 Simulations for the Chaotic Regime of a 2 DOF System

The system consists of two mass-points coupled by nonlinear damped springs in vertical direction.
The model parameters are: m1 = 20kg , m2 = 30kg , g = 9.81m/s2, L1 = 0.4m, L2 = 0.8m, k1 = 120N/m,
k2 = 200N/m, b1 = 0.6Ns/m, and b2 = 0.4Ns/m. The rough model parameters are: m̃1 = 40kg , m̃2 =
40kg , g̃ = 11m/s2, L̃1 = 0.3m, L̃2 = 0.3m, k̃1 = 260N/m, k̃2 = 260N/m, b̃1 = 1Ns/m, and b̃2 = 1Ns/m
[A. 1].
The model is described by the equations of motion as follows:

m1(q̈1 − g) + k1 · (q1 −L1)3−
k2 · (q2 − q1 −L2)3 + b1q̇1 =Q1

m2(q̈2 − g) + k2 · (q2 − q1 −L2)3 + b2q̇2 =Q2

(3.2)

The rough model is represented by similar but little bit different equations of motion:

m̃1(q̈1 − g̃) + k̃1 ·
(
q1 − L̃1

)5
−

k̃2 ·
(
q2 − q1 − L̃2

)5
+ b̃1q̇1 =Q1

m̃2(q̈2 − g̃) + k̃2 ·
(
q2 − q1 − L̃2

)5
+ b̃2q̇2 =Q2

(3.3)

The kinematically prescribed trajectory tracking is given as:

q̈di (t) := q̈
N
i (t) + 3Λ2

(
qNi (t)− qi(t)

)
+

+3Λ
(
q̇Ni (t)− q̇i(t)

)
+

+Λ3
∫ t
0

(
qNi (τ)− qi(τ)

)
dτ

(3.4)

The control parameters are: B = −1, K = 106, and Ai ∈ {10−7.5,10−6.5,10−5.5} [A. 1].
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Figure 3.2: Trajectory tracking of the adaptive RFPT-based controller in its nonconvergent regime [A. 1]

Figure 3.3: The response error of the adaptive RFPT-based controller in its nonconvergent regime [A. 1]

Figure 3.4: The strange attractor of the adaptively deformed “required responses” rn := q̈Req(n) (x := q̈
Req
1 , y :=

q̈
Req
2 ) of the adaptive RFPT-based controller in its nonconvergent regime for 104 control cycles [A. 1]
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Figure 3.5: Excerpt (the lower part of Fig. 3.4) of the strange attractor of the adaptively deformed “required re-
sponses” rn := q̈Req(n) (x := q̈Req1 , y := q̈Req2 ) of the adaptive RFPT-based controller in its nonconvergent regime for
104 control cycle: arrows denote the sequence of the consecutive points [A. 1]

Figure 3.6: The tracking error of the adaptive RFPT-based controller in its non-convergent regime [A. 1]

Figure 3.2 shows that in spite of the chaotic behavior of the control signal the trajectory tracking is
acceptable, and the response error decreases in time (Figure 3.3). The chaotic behavior are clearly re-
vealed by Figures 3.4 and 3.5. The connections of the arrows have considerable distances in Figure 3.5.
It means strong chattering. The tracking error, in a non-convergent regime of the Robust Fixed Point-
based adaptive controller, is shown in Figure 3.6. In subsection 3.1.2, a simple chattering reduction
method will be shown.

3.1.2 Chaos Reduction by Smoothing

In the SISO case [29], the amplitude of the observed small vibrations in the control signal was essentially
determined by parameter K . For that case, necessarily a big number was chosen for parameter K .
In order to reduce these vibrations a sigmoid function was introduced for limiting the control signal
so that instead of rReq the limited signal rReqred = Ksσ

(
rReq
Ks

)
was chosen with parameter 0 < Ks ≪ |K |.

The reason was that for “small rReq” (i.e. for |rReq | ≪ |K |) no further deformation was necessary, so
r
Req
red ≈ r

Req was guaranteed, and only the higher values (i.e. signals in the order of magnitude of Ks)
were deformed/limited. Using that idea for a MIMO system with chattering reduction, the following
equation can be written (3.5).
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h⃗ := f⃗ (r⃗n)− r⃗d , e⃗ := h⃗/ ||⃗h||,
B̃ = Bσ (A||⃗h||)

r⃗n+1 = (1+ B̃)r⃗n +Ksσ
(
B̃K
Ks

)
e⃗.

(3.5)

In the reduction the sigmoid function σ (x) = x
1+|x| was applied.

In the forthcoming simulations Ks = 15 ≪ K = 106 was chosen in the control of the system defined
in (3.2) and its rough model given in (3.3). Both Figs. 3.6 and 3.7 reveal that the chattering concerned
only the component q̈Req1 and that the chattering reduction considerably improved the trajectory tracking
precision. Figures 3.8 and 3.9 provide convincing proof that the significantly reduced chattering must
be practically tolerable since it results in smooth phase trajectory and only small relative fluctuation in
the driving forces.

Figure 3.7: The tracking error of the adaptive RFPT-based controller in its nonconvergent regime with chattering
reduction by Ks = 15m/s2 [A. 1]

Figure 3.8: The phase trajectory tracking of the adaptive RFPT-based controller in its nonconvergent regime with
chattering reduction by Ks = 15m/s2 [A. 1]
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Figure 3.9: The driving forces of the adaptive RFPT-based controller in its nonconvergent regime with chattering
reduction by Ks = 15m/s2 [A. 1]

Figure 3.10: The “desired”, “realized”, and “required” accelerations of the adaptive RFPT-based controller in its
nonconvergent regime with chattering reduction by Ks = 15m/s2 [A. 1]

Figure 3.11: The “desired”, “realized”, and “required” accelerations of the adaptive RFPT-based controller in its
nonconvergent regime with chattering reduction by Ks = 15m/s2 (zoomed in excerpt) [A. 1]
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Figure 3.12: The voting weights for A1 = 10−7.5 (black line), A2 = 10−6.5 (blue line), and A3 = 10−5.5 (green line)
of the adaptive tuning [A. 1]

Figure 3.13: The strange attractor of the adaptively deformed “required responses” rn := q̈Req(n) (x := q̈Req1 , y :=

q̈
Req
2 ) of the adaptive RFPT-based controller in its nonconvergent regime for 104 control cycles with chattering

reduction by Ks = 15m/s2 [A. 1]
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Figure 3.14: The strange attractor of the adaptively deformed “required responses” rn := q̈Req(n) (x := q̈Req1 , y :=

q̈
Req
2 ) of the adaptive RFPT-based controller in its nonconvergent regime for 104 control cycles with chattering

reduction by Ks = 15m/s2 (zoomed excerpt) [A. 1]

Figure 3.11 is a zoomed version of Figure 3.10. Those figures shows that in spite of the fact
that there are little fluctuations present, the controller maintained its adaptive nature even in the non-
convergence regime.

Figure 3.13 shows that the result practically becomes free of any chaos. Figure 3.14 shows the “fine
structure” of this little “remnant chaos”. [A. 1]

3.1.3 A 3 DOF System

In the previous subsection it was shown that chaotic behavior can be handled with simple smoothing.
In the following part it will be investigated in the case of a 3 DOF system.

The motion equations for the 3DOF system is (4.1), and its schematic picture is shown in Figure
3.15. The generalized coordinates of the 3 DOF system are [A. 2]:

• q1 (rad): rotation angle of the beam,

• q2 (rad): rotation angle of the hamper at the top of the beam,

• q3 (m): linear displacement of the cart’s body.

The dynamic parameters are:

• m is the mass of the body, in top of the beam (kg)

• M is the mass of the body of the “car” (kg)

• L is the length of the beam (m)

• Θ is the moment of inertia of the hamper with respect to its own mass center point (kg ·m2)

The generalized forces to be exerted by the controller are:

• Q1 (N ·m): torque at axle 1;

• Q2 (N ·m): torque at axle 2;

• Q3 (N ): force pushing the cart in the lateral direction,
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furthermore g represents the gravitational acceleration. This model is just a rough initial model of the
system. It is assumed that the hamper’s mass center point is located on its axle [A. 2].

For the RFPT method it is satisfactory to have some rough approximation of the dynamic parame-
ters. Whenever the RFPT is applied for designing a “Model Reference Adaptive Controller (MRAC)”, also
significant difference can be between the actual system’s parameters and that of the Reference Model
to be imitated by the controlled system [59]. In the simulations carried out the MRAC solution was in-
vestigated with actual system parameters as M = 30kg m = 10kg L = 2m ,Θ = 20kg ·m2, g = 10m/s2,
while the reference model had the dynamic parameters as M̂ = 60kg m̂ = 20kg L̂ = 2.5m (also having
effects on the dynamic behavior), Θ̂ = 50kg ·m2, and ĝ = 8m/s2. In the simulations it was assumed
that the system’s response was observable as a noisy signal. ( In contrast to the other methods using
various model-based estimators as Kalman filters, no any special assumption was necessary for the
statistical nature of this observation noise, apart from the zero mean.) [A. 2]

(mL2 +Θ) Θ mLcos(q1)
Θ Θ 0

mLcos(q1) 0 (m+M)



q̈1
q̈2
q̈3

+
+


−mLg sin(q1)

0
−mLsin(q1)q̇12

 =

Q1

Q2

Q3


(3.6)

Figure 3.15: Sketch of the model used for the computation [A. 2]

3.1.4 Simulation Results and Chaos Patterns

In the simulations the following control parameter settings were used: Ks = 600, Kc = 7000, Bc = −1,
and Ac was adaptively tuned in the case of necessity. Figures 3.36 and 3.17 display the trajectories
and the phase trajectories of the controlled system revealing that the tracking in both spaces remained
smooth and precise. Figure 3.18 reveals that besides the considerable parameter differences between
the actual and the reference models significant observation disturbances were assumed. According
to Figs. 3.19, 3.20, and 3.21 it can be stated that quite significant adaptive deformation was necessary
for the imitation of the reference model but all the occurring accelerations are very close to each other
that testifies the success of the adaptive controller. Figure 3.21 reveals the details of the adaptation
mechanism showing that the reference and the recalculated values are in each other’s close vicinity, i.e.
the “illusion” to be created by the MRAC controller was successful, too. Figure 3.20 displays an excerpt
of Fig. 3.21 that clearly shows that the reference and the recalculated values (i.e. the cyan–yellow,
the red–dark blue, and the magenta–light blue pairs) are closely in each other’s vicinity. The tracking
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errors are displayed in Fig. 3.22. Figures 3.23-3.25 reveal the formation of the very much curbed chaos
pattern in the exerted control forces.[A. 2]

Figure 3.16: The nominal (q1: black, q2: blue, q3: green lines) and the simulated trajectories (q1: cyan,
q2: red, q3: magenta lines) [A. 2]

Figure 3.17: The nominal (q1: black, q2: blue, q3: green lines) and simulated (q1: cyan, q2: red, q3:
magenta lines) phase trajectories [A. 2]

Figure 3.18: The exerted control torques (Q1: black,Q2: blue,Q3: green lines), and the noisy disturbance
forces (Q1: cyan, Q2: red, Q3: magenta lines) [A. 2]
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Figure 3.19: The second time-derivatives of the generalized coordinates (realized: q̈1: yellow, q̈2: dark
blue, q̈3: light blue, kinematically desired: q̈1: cyan, q̈2: red, q̈3: magenta, nominal: q̈1: black, q̈2: blue, q̈3:
green lines) [A. 2]

Figure 3.20: The exerted (Q1: black, Q2: blue, Q3: green lines), the recalculated (Q1: yellow, Q2: dark
blue, Q3: light blue lines), and the reference (Q1: cyan, Q2: red, Q3: magenta lines) (zoomed excerpt)
[A. 2]

Figure 3.21: The exerted (Q1: black, Q2: blue, Q3: green lines), the recalculated (Q1: yellow, Q2: dark
blue, Q3: light blue lines), and the reference (Q1: cyan, Q2: red, Q3: magenta lines) [A. 2]
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[A. 2]

Figure 3.22: The trajectory tracking error (q1: black, q2: blue, q3: green lines) [A. 2]

Figure 3.23: The projection of the generalized forces on the Q1 - Q2 plane with zoomed excerpts [A. 2]
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Figure 3.24: The projection of the generalized forces on the Q2 - Q3 plane with zoomed excerpts [A. 2]
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Figure 3.25: The projection of the generalized forces on the Q3 - Q1 plane with zoomed excerpts [A. 2]

3.2 Investigating Asymmetries in Chemical Systems

3.2.1 Challenges in Controlling Chemical Systems

Controlling Chemical Systems usually could be harder that of Classical Mechanical Systems. The usual
problems can be summarized as follows:

1. Normally in Classical Mechanical Systems the control torque or force components can have pos-
itive and negative values. In contrast to that the control actions in chemical systems correspond
to adding dense reagents into tank reactor therefore they can have only positive values. It is im-
possible to extract pure components from the mixture that could correspond to negative control
actions. Therefore the action must be cut at zero whenever negative values would be desired by
the controller. During such sessions the system remains without efficient control.

2. In Classical Mechanics the velocity can be positive and negative. In chemical systems negative
concentrations do not have physical interpretation. Normally the analytical equations do not con-
tain these restrictions and from purely mathematical point of view they could be applied by the
controller even when not having physical relevance.

3. In the useful model the original equations have to be completed by these restrictions. If the con-
centration reaches zero its time derivative cannot be negative. Consequently it is dangerous to
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use big feedback terms because they may cause big concentrations of certain reagents which
cannot be decreased quickly in the following session of the control process.

4. Normally the various components cannot be separately controlled. When a dense reagent is
added to the system it automatically dilutes the other components while increases the concen-
tration of the desired one. I referred to this effect as input coupling. In the great majority of the
literature this effect is completely neglected. I systematically investigated its effect in the struc-
ture of the possible control strategies.

5. The structure of the RFPT-based adaptive method naturally allows the use of various derivatives
for the control of various order or relative order physical systems. It is well known that the higher
order derivatives are very noise-sensitive expressions. The idea naturally arose to use non-integer
order ones for the purpose of adaptive control. The fractional order derivatives correspond to long
system memory therefore their use can be interpreted as the application of certain noise filtering
effect. A natural expectation also arose that due to the use of longer internal memory the cycle
time of the adaptive controllers may be increased by the use of fractional order derivatives in the
learning process. This would have practical significance whenever the cycle time of the available
sensor is limited. The idea was investigated by simulations in the case of a chemical process.

During former investigations it was also observed that leaving the region of convergence not nec-
essarily leads to the decay of the adaptive control. It trajectory tracking can remain precise at the cost
of the appearance of big chattering in the control signal. In [29] simple method was successfully sug-
gested for the reduction of this chattering. [A. 3].

3.2.2 The Particular Paradigms Under Consideration

The investigated system was the famous Brusselator Model of the Belousov-Zhabotinskii Reaction de-
veloped by Prigogine and Lefever in 1968 [60].

3.2.3 RFPT-based Adaptive Control of the Brusselator Model

The portmanteau “Brusselator” introduced by J.J. Tyson in 1976 in [61] refers to the Brussels School
of Thermodynamics in which the first model of chemical oscillations were mathematically expounded.
In [62] the reactions described by (3.9) were used with assumedly constant A and Bmole/L concen-
trations. In the present paper its modification (3.10) is applied with the assumption that in a stirred
reactor vessel of volume V during a small time-interval δt, δNA ingress of the very dense reagent A of
negligible volume is introduced that does not observably dilute the other reagents in the vessel. Sim-
ilar assumption was made for reagent B that led to decoupled control signals as uA := δNA

V δt ≥ 0 and
uB := δNB

V δt ≥ 0 of dimension mole
L·s . Since the molecules X , Y , D and E are produced of A and B in this

approach replenishment of components A and B must be satisfactory for control purposes. Since the
time-derivatives of the first two equations of (3.10) contained Ȧ and Ḃ a 2nd order PID-type control was
designed for the desired Ẍd and Ÿ d values (exactly of the same form that was considered in the case
of the coupled springs) that so provided the desired Ȧd and Ḃd by the use of which uA and uB were
determined from the last two equations according to the available model [A. 3].

In the forthcoming simulations the exact parameters were assumed to be k1 = 1, k2 = 1, k3 = 1, and
k4 = 1 while the approximate ones used by the controller were k̃1 = 0.8, k̃2 = 0.9, k̃3 = 0.7, and k̃4 = 0.6
of appropriate physical dimensions that comply with (3.10). The simulations made for Λ = 6/s for the
non-adaptive simple PID controller for large amplitude (0.5 mole

L ) oscillation in the nominal trajectory of
frequencyω = 3/s provided nice trajectory tracking but in it the physically not interpretable uA < 0, uB < 0,
A < 0, B < 0 quantities also occurred. For getting rid of the physically not interpretable sessions (3.10)
were completed with truncations for the negative values. This lead to completely unapplicable PID
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control that allowed fast rate of increase in certain concentrations with considerable positive ingress
rates, however, since the extraction of pure reactants were impossible the decreasing phases were left
without active control with long uA ≡ 0 and uB ≡ 0 sessions. These asymmetries are the main barriers
of the available control speed. On this reason the fast transients of the iterative learning that were not
critical in the case of the mechanical system were carefully avoided in the case of the chemical reaction
by setting the cycle time of the controller 10ms and the discrete time-resolution of the Euler integration to
1ms. Furthermore nominal trajectory of considerably smaller amplitude H = 0.05moleL was considered
for which the common PID controller provided useful results (Fig. 3.26). The results obtained for the
adaptive counterpart of the controller for the same nominal motion are given in Fig. 3.27 for the adaptive
parameter settings Kc = 600, Ks = 5mole

L·s2 , Bc = −1, and Ac ∈ {1.67,5.27,16.67,52.70,166.67,527.05} ×
10−5 L·s2

mole . The adaptivity was switched on at t = 5s when the rough initial transients were already
damped by the common PID controller and further refinement of the tracking properties became actual.
The improvement in the tracking precision in the stabilized stage of the motion is evident [A. 3].

A→k1 X, B+X→k2 Y +D,
2X +Y →k3 3X, X→k4 E.

(3.7)

Ẋ = k1A− k2BX + k3X2Y − k4X,
Ẏ = k2BX − k3X2Y ,

Ȧ = −k1A+uA, Ḃ = −k2BX +uB.
(3.8)

Figure 3.26: Tracking error of the simple non-adaptive PID controller in the non-transient stage (for X : black and
green lines, for Y : blue and red lines) [A. 3]
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Figure 3.27: Tracking of the adaptive controller (for X : black and green lines, for Y : blue and red lines) [A. 3]

Figure 3.28 reveals the details of the adaptation mechanism [A. 3].

26



Further development and novel applications of the Robust Fixed Point Transformation-based adaptive
control

Figure 3.28: The “desired” (Ẍ : black, Ÿ : blue), adaptively deformed “required”(Ẍ : magenta, Ÿ : purple), and the
realized (Ẍ : green, Ÿ : red) signals of the adaptive controller, and the control signals (uA: black, uB: blue) [A. 3]

3.2.4 Input Coupling in the Control of the Brusselator Model

In [62] the reactions described by (3.9) were used with assumedly constant A and B
[
mole
L

]
concen-

trations. (No any mechanism was detailed regarding the question how to keep these concentrations
constant [A. 4].)

A→k1 X, B+X→k2 Y +D,
2X +Y →k3 3X, X→k4 E

(3.9)

that leads to the reaction equations as follows:

Ẋ = k1A− k2BX + k3X2Y − k4X
Ẏ = k2BX − k3X2Y

Ȧ = −k1A,
Ḃ = −k2BX

(3.10)

in which k1, k2, k3 and k4 are assumed to be constants. Presently we assume that the active volume of
the CSTR isV [L], the actual concentrations of the reagents areA, B,X , Y , and at the inlets of reagentsA
andB the available concentrations are ρA, and ρB

[
mole
L

]
, respectively. We also assume that the volumes

are additive that (in the case of not very great concentrations) may be reasonable. We should like to
simultaneously produce the nominal XNom(t) and YNom(t) concentrations by adding the reagents A
and B into the reaction vessel, and if necessary, by egressing some amount of solution from the tank.
If the controller so operates that during time δt δwA [L] of reagent A and δwB [L] of reagent B are
pumped into the well stirred tank, furthermore δV [L] mixture is egressed at the outlet the appropriate
mole numbers and full volume after time δt will be as follows [A. 4]:

27



Further development and novel applications of the Robust Fixed Point Transformation-based adaptive
control

NA(t + δt) ≈ V (t)A(t) + δN ⋆
A + ρAδwA −A(t)δV

NB(t + δt) ≈ V (t)B(t) + δN ⋆
B + ρBδwB −B(t)δV

NX(t + δt) ≈ V (t)X(t) + δN ⋆
X −X(t)δV

NY (t + δt) ≈ V (t)Y (t) + δN ⋆
Y −Y (t)δV

V (t + δt) ≈ V (t) + δwA + δwB − δV ,

(3.11)

in which δN ⋆
A , δN ⋆

B , δN ⋆
X and δN ⋆

Y denote the variation in the mole numbers due to the chemical reac-
tions that are not accompanied by volume modification. Consequently the new concentrations will be
[A. 4]

A(t + δt) := NA(t+δt)
V (t+δt) ≈

≈ V (t)A(t)+δN⋆
A+ρAδwA−A(t)δV

V (t)+δwA+δwB−δV
B(t + δt) := NB(t+δt)

V (t+δt) ≈

≈ V (t)B(t)+δN⋆
B+ρBδwB−B(t)δV

V (t)+δwA+δwB−δV
X(t + δt) := NX (t+δt)

V (t+δt) ≈

≈ V (t)X(t)+δN⋆
X−X(t)δV

V (t)+δwA+δwB−δV
Y (t + δt) := NY (t+δt)

V (t+δt) ≈

≈ V (t)Y (t)+δN⋆
Y −Y (t)δV

V (t)+δwA+δwB−δV
.

(3.12)

By dividing the denominators and the numerators by the actual full volume V (t) we obtain that [A. 4]

A(t + δt) ≈
A(t)+

δN⋆A
V (t) +

ρA
V (t) δwA−A(t)

δV
V (t)

1+ δwAV (t) +
δwB
V (t) −

δV
V (t)

B(t + δt) ≈
B(t)+

δN⋆B
V (t) +

ρB
V (t) δwB−B(t)

δV
V (t)

1+ δwAV (t) +
δwB
V (t) −

δV
V (t)

X(t + δt) ≈
X(t)+

δN⋆X
V (t) −X(t)

δV
V (t)

1+ δwAV (t) +
δwB
V (t) −

δV
V (t)

Y (t + δt) ≈
Y (t)+

δN⋆Y
V (t) −Y (t)

δV
V (t)

1+ δwAV (t) +
δwB
V (t) −

δV
V (t)

.

(3.13)

Utilizing that the modifications are infinitesimally small the approximation 1
1+ε ≈ 1 − ε can be applied

and in (3.13) the higher order terms can be neglected that results in [A. 4]

A(t + δt) ≈ A(t) + δN⋆
A

V (t) +
ρA
V (t)δwA−

−A(t) δwAV (t) −A(t)
δwB
V (t)

B(t + δt) ≈ B(t) + δN⋆
B

V (t) +
ρB
V (t)δwB−

−B(t) δwAV (t) −B(t)
δwB
V (t)

X(t + δt) ≈ X(t) + δN⋆
X

V (t) −X(t)
δwA
V (t) −X(t)

δwB
V (t)

Y (t + δt) ≈ Y (t) + δN⋆
Y

V (t) −Y (t)
δwA
V (t) −Y (t)

δwB
V (t) ,

(3.14)

suggesting that
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Ȧ(t) =
δN⋆

A
V (t)δt +

ρA
V (t)WA −

A(t)
V (t)WA −

A(t)
V (t)WB

Ḃ(t) =
δN⋆

B
V (t)δt +

ρB
V (t)WB −

B(t)
V (t)WA −

B(t)
V (t)WB

Ẋ(t) =
δN⋆

X
V (t)δt −

X(t)
V (t)WA −

X(t)
V (t)WB

Ẏ (t) =
δN⋆

Y
V (t)δt −

Y (t)
V (t)WA −

Y (t)
V (t)WB

V̇ =WA +WB −W.

(3.15)

in which the well interpreted control quantities asWA := δwA
δt , WB :=

δwB
δt , andW := δV

δt of the dimension[
L
s

]
have been introduced [A. 4].
In the special case of WA = 0, WB = 0, and W = 0, equation (3.15) must result in (3.10) therefore we

can identify the term δN⋆
A

V (t)δt and its similar counterparts in (3.15), and obtain the equations as [A. 4]

Ȧ(t) = −k1A+ ρA−A(t)
V (t) WA −

A(t)
V (t)WB

Ḃ(t) = −k2BX + ρB−B(t)
V (t) WB −

B(t)
V (t)WA

Ẋ(t) = k1A− k2BX + k3X2Y − k4X−
−X(t)V (t) (WA +WB)

Ẏ (t) = k2BX − k3X2Y − Y (t)
V (t) (WA +WB)

V̇ =WA +WB −W

(3.16)

in which both the effects of the chemical reactions and that of the ingression of the reagents and
egression of the mixture are taken into account. Equation (3.16) satisfies the qualitative expectations
as follows [A. 4]:

1. The ingress of each reagent has immediate effect on the concentration of all the other compo-
nents: its additional volume dilutes the other components.

2. In contrast to the previous approximation in [A. 3] this more sophisticated model allows both
increasing the concentration and dilution of a particular component depending on the difference
as e.g. (ρA−A): if ρA > A increasing concentration is caused by the ingress of reagentA, otherwise
dilution happens.

3. The egression rate W does not have any effect on the concentrations. This is reasonable in the
case of a CSTR removes components from the tank reactor according to their concentrations. It
influences only the full volume of the liquid in the tank.

4. It is guaranteed that if A = 0 then Ȧ ≥ 0; if B = 0 then Ḃ ≥ 0; if X = 0 then Ẋ ≥ 0, and if Y = 0
then Ẏ ≥ 0. Therefore the cuts in the derivatives that were essential in [A. 3] now will not have
essential effects: they can be kept in the simulation program but they are expected to play some
role if some little numerical errors happen at low concentrations.

Now let us consider the control issues. Since the volume of the reactor tank is finite, according to
(3.16) it is expedient to introduce the rule W =WA +WB, i.e. V̇ = 0, V = const. It can be observed that
though WA and WB explicitly are present in Ẋ and Ẏ in (3.16), only the sum WA+WB is present in these
equations, i.e. if we try to arbitrarily prescribe Ẋ and Ẏ these two equations generally yield contradictory
conditions for (WA+WB). Consequently Ẋ and Ẏ cannot be arbitrarily prescribed. We have to consider
a higher order controller in which Ẍ and Ÿ can be prescribed by deriving the appropriate equations
in (3.16). In this derivative the sum (ẆA + ẆB) will occur that also cannot be directly set due to the
same contradiction. However, Ȧ and Ḃ will also occur in the derivatives that can be substituted from
the first two equations of (3.16) to obtain two equations in which (ẆA + ẆB), WA, and WB occur. Since
Ẍ contains Ẋ and Ÿ contains Ẏ , quadratic equations are expected for WA, and WB. Fortunately these
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equations have particular form that allows their solution in closed analytical form. This is convenient
when Ȧ and Ḃ are substituted into Ẍ and Ÿ . Assume that we have a digital controller that provides
constant WA = const., WB = const. control signals during the control cycles within which we can utilize
the simplification that ẆA = 0 and ẆB = 0 during the controller’s cycle time. If these signals have only
very sharp jumps at the boundaries of the discrete control cycles these derivatives can be considered
to be identically zero. Observing that typical quantities occur more than one times in the equations by
the introduction of the notations α := k1A−k2BX+2k3X2Y−k4X

V , β := −k2B+2k3XY−k4V , and γ := k2B−2k3XY
V the

following expressions can be obtained [A. 4]:

Ẍ =WA

[
k1

ρA−A
V + k2

BX
V −α − βX

]
+

+WB

[
−k1 AV − k2X

ρB−B
V −α − βX

]
−k21A+ k22BX

2 +V β(Vα − k3x2Y )+
+k3X2(k2BX − k3X2Y )

+ X
V 2 (WA +WB)2

(3.17)

Ÿ =WA

[
−k2 BXV − 2γX

]
+

+WB

[
k2X

ρB−B
V − 2γX

]
−k22BX2 +Vγ(Vα − k3X2Y )−

−k3X3(Vγ + k3XY ) +
Y
V 2 (WA +WB)2.

(3.18)

Equations (3.17) and (3.18) have a relatively simple structure since since they allow to eliminate the
only quadratic term in WA and WB, i.e. (WA+WB)2 from ẌY − Ÿ X , therefore a linear relationship can be
obtained between WA and WB [A. 4]:

ẌY − Ÿ X − ĉ = âWA + b̂WB (3.19)

where

â := Y
[
k1

ρA−A
V + k2

BX
V −α − βX

]
−

−X
[
−k2 BXV − 2γX

]
,

b̂ := Y
[
−k1 AV − k2X

ρB−B
V −α − βX

]
,

ĉ := Y
[
−k21A+ k22BX

2 +V β(Vα − k3X2Y )
]
+

+Y
[
k3X

3(Vγ + k3XY )
]
+ k22BX

3−
−Vγ(Vα − k3X2Y )X + k3X4(Vγ + k3XY ).

(3.20)

By the use of (3.19) WB can be expressed as a linear function of WA as ă := â
b̂

, c̆ := ẌY−Ÿ X−ĉ
b̂

[A. 4]:

Ÿ =WA

[
−k2 BXV − 2γX − ă(k2X

ρB−B
V − 2γX)

]
+

+c̆(k2X
ρB−B
V − 2γX)− k22BX2+

+Vγ(Vα − k3X2Y )−
−k3X3(Vγ + k3XY ) +

Y
V 2

(
(1− ă)WA + c̆2

)2
.

(3.21)

and it can be substituted into the simpler equation (3.18) to obtain a 2nd order equation for WA [A. 4]:

0 = ãW 2
A + b̃WA + c̃, WA =

−b̃+
√
b̃2 − 4ãc̃
2ã

, (3.22)

with
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ã := Y (1−ă)2
V 2 ,

b̃ := 2Y (1−ă)c̆
V 2 − k − 2 bxV − 2γX−

−ă(k2X
ρB−B
V − 2γX),

c̃ := +c̆(k2X
ρB−B
V − 2γX)− k22BX2+

+Vγ(Vα − k3X2Y )

−k3X3(Vγ + k3XY ) +
Y c̆2

V 2 − Ÿ .

(3.23)

In the solution instead of the formally possible terms ±
√
(..) we intentionally have kept only the positive

one in the hope of obtaining better realizable (possibly positive) WA solution [A. 4].

3.2.5 Application of the RPFPT-based Technique for this Chemical System

The idea of the application of RFPTs in adaptive control was detailed in various contexts in e.g. [24],
[42], [63]. Here we have room only for a very concentrated briefing. Assume, that in our case we kine-
matically design some trajectory tracking error relaxation, in out case for the 2nd time-derivatives of
the concentrations that directly can be manipulated by the control signalsWA andWB according to the
equations (3.17)-(3.23). A PID-type trajectory tracking with an error converging to zero is prescribed by
(3.24) with a parameter Λ > 0 in which desired 2nd time-derivatives are given [A. 4].

Ẍd := ẌN +3Λ(XN −X) + 3Λ2(XN −X)+
+Λ3

∫ t
0

(
XN (ξ)−X(ξ)

)
dξ

Ÿ d := ŸN +3Λ(YN −Y ) + 3Λ2(YN −Y )+
+Λ3

∫ t
0

(
YN (ξ)−Y (ξ)

)
dξ

(3.24)

Assume that instead of the exact model parameters k1, k2, k3, k4, their approximations k̃1, k̃2, k̃3, and
k̃4 are available. By writing these approximate values into the model described by (3.17)-(3.23) the
controller computes some WA and WB control signals that produces the observable system answers
according to (3.17) and (3.18) in which the exact parameter values have to be taken into account. Du
to modeling errors evidently Ẍd , Ẍ , Ÿ d , Ÿ . Instead of trying to tune the parameters k̃1, k̃2, k̃3, and k̃4
the RFPT-based approach brings about a sequence of control signals {WA(n),WB(n)} that converges
to the solution of the control task W ⋆

A and W ⋆
B for which the Ẍd⋆ = Ẍ , Ÿ d⋆ = Ÿ are well approximated. If

the observed system response in the controller’s cycle n is denoted by fn, the deformed kinematically
prescribed values for which the inaccurate model computes the control signals for which fn is observed
are denoted by rn, and the desired response at cycle n are denoted by rdn the sequence is generated as
[A. 4]

h⃗n+1 := f⃗ (r⃗n)− r⃗dn+1, e⃗n+1 := h⃗n+1/ ||⃗hn+1||,
B̃n+1 = Bcσ (Ac ||⃗hn+1||),

r⃗n+1 = (1+ B̃n+1)r⃗n +Ksσ
(
B̃n+1Kc
Ks

)
e⃗n+1

(3.25)

in which σ (x) a sigmoid function varying between ±1 also satisfying the restriction that σ (0) = 0, and
dσ
dx |x=0 = 1, and Kc , Ks , Ac , and Bc = ±1 are the adaptive control parameters. It is evident that (Xd⋆ , Y d⋆ )
is the fixed point of the function in (3.25). If this function is made contractive by properly manipulating
the parameters Kc , Ac , and Bc the iterative sequence generated by this function converges to the so-
lution of the controller’s task. In the sequel simulation results will be presented for demonstrating the
applicability of this method for the controlled Brusselator model developed in the previous section [A.
4].
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3.2.6 Simulation Results for the Input Coupling Approach

In the simulations according to [62] the exact parameter values were assumed to be k1 = 1, k2 = 1,
k3 = 1, and k4 = 1. The approximate values were k̃1 = 0.8, k̃2 = 0.9, k̃3 = 0.7, and k̃4 = 0.6. The initial
concentrations in the tank were A(0) = 0, B(0) = 0, X(0) = 0.5, and Y (0) = 0.2

[
mole
L

]
. In (3.24) a small

value Λ = 1/s was applied for slowly varying nominal trajectory. The cycle-time of the controller was
0.025s. These parameters were selected on the basis of simulations published in [A. 3] to achieve real-
izable control signals. The simulations were made the SCILAB software with internal Euler integration
of 1ms discrete time-resolution. In the simulations real solutions were obtained to (3.22) in both the
simple PID case and in the adaptive control, too. Figures 3.29 and 3.30 reveal that the non-adaptive
controller works well in a stable manner [A. 4].

Figure 3.29: Trajectory tracking and tracking error of the simple non-adaptive PID controller in the non-transient
stage (for X : black and green lines, for Y : blue and red lines) [A. 4]

Figure 3.30: The control signals for the simple non-adaptive PID controller (for WA: black line, for WB: blue line)
[A. 4]

The adaptive counterparts of Figs. 3.29 and 3.30 with the adaptive control parametersKc = 225, Ks =
10

[
mole
L·s2

]
, Bc = −1 and Aci ∈ {0.0000444, 0.0001405, 0.0004444, 0.0014055, 0.0044444, 0.0140546}[

L·s2
mole

]
of which a weighted “next element of iteration” was calculated according to the method detailed

in [42] are given as Figs. 3.31 and 3.32 that reveal an improvement in the tracking error and show the
transients in the control signals when the adaptivity is switched on at t = 2.5s. Figure 3.33 also well
reveals the transients generated by switching on the adaptivity as well the success of the adaptive de-
formation: the “desired” and “realized” curves are in each other’s close vicinity and significantly differ
from the adaptively deformed “required” ones [A. 4].
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Figure 3.31: Trajectory tracking and tracking error of the adaptive controller in the non-transient stage (for X :
black and green lines, for Y : blue and red lines) [A. 4]

Figure 3.32: The control signals for the adaptive controller (for WA: black line, for WB: blue line) [A. 4]

Figure 3.33: The “desired” (Ẍ : black, Ÿ : blue), adaptively deformed “required”(Ẍ : magenta, Ÿ : purple), and the
realized (Ẍ : green, Ÿ : red) signals of the adaptive controller [A. 4]

3.2.7 The RFPT Method for the Brusselator Model using Fractional Order Deriva-
tives

In the here presented application the basic idea of using fractional order derivatives stemmed from the
observation that due to the input coupling effect of adding reactants into a tank reactor required a 2nd
order control for the Brusselator model [A. 4] due to which the control system became noise-sensitive
and required fast response, i.e. very short cycle time for the controller. It was theoretically expected
that by the use of the noise filtering nature of the fractional order derivatives these advantageous prop-
erties could be used for increasing the necessary sampling time of the controller. Since this application
was based on the use of an iterative adaptive controller in which machine learning happened via Robust
Fixed Point Transformations that create the actual control value by observing the system’s response for
the past signal this adaptive approach also has some memory. After switching on adaptivity normally a
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short, transient learning phase can be observed in which both monotonic and fluctuating approaching
of the fixed point (that is the solution of the control task) may happen Figs. 3.34, and 3.35. It can be
expected that the memory of the fractional order derivative does not seriously concern the learning abil-
ities of the controller if it works in the monotonic regime, however, in the fluctuating mode the memory
of the fractional order derivatives can keep in the system of the transient fluctuation of iterative learn-
ing and may act in unfortunate manner. In the simulations published in this paper it was found that
within certain limits the use of fractional derivatives had good and useful action. It worths noting that
in our approach the finite Taylor series expansion of the z-transform of the fractional order derivatives
was applied that corresponded to the use of input signals with different delay times that were integer
multiples of the cycle time of the controller [A. 5].

Figure 3.34: Schematic picture explaining a possible operation of the algorithm that iteratively ap-
proaches the fixed point: the case of a monotone sequence that helps noise reduction and may be
combined with the long term memory properties of the fractional order derivatives [A. 5]

Figure 3.35: Schematic picture explaining a possible operation of the algorithm that iteratively ap-
proaches the fixed point: the case of a non-monotone sequence that fluctuates around the fixed point
and may not be combined with the long term memory properties of the fractional order derivatives: the
long memory may save or conserve the transient fluctuation of the RFPT-based iterative learning that
may cease to be a transient effect [A. 5]

The fractional derivatives are represented by the Taylor series of the Z transform as (1 − z−1)0.8 ≈
1−0.8z−1−0.08z−2−0.032z−3−0.0176z−4−0.011264z−5+O(z−6), where z−n corresponds to the signal
of n step delay in a digital controller [64]. These delays are applied for the error signal according a
following formula (3.26) [A. 5]:

S̈ = S̈N +3λ1.2[(SN − SS )− 4
5 (SN (1)− SS (1))−

− 2
25 (SN (2)− SS (2))−

4
125 (SN (3)− SS (3))−

− 11
625 (SN (4)− SS (4))−

176
15625

(SN (5)− SS (5))]/dt0.8 +3(λ2)(SN − SS ) +λ3errint

(3.26)

For the convergence of the RFPT-based iterative learning sequence only the limitation of the abso-
lute value of the derivative of the response function is prescribed in the close vicinity of the fixed point.
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The derivative itself may be either positive or negative as in Figs. 3.34, and 3.35. However, these lo-
cal properties depend on the global shape of the nonlinear function applied in the RFPT. Consequently,
besides concerning the monotonic or fluctuating approach of the fixed point the aftermaths of leaving
the region of convergence may be significantly different, too. This subject area needs more detailed
investigations in the future [A. 5].

3.2.8 Simulation Results for the Use of the Fractional Derivatives

The control parameters for the simulation were: K = 150,B = −1, Astep = 0.5, Acentr = −2,954, A(i)min =

log10(Acentr )− int(
Astep
2 ), Actrl(i +1,1) = 10(A(i)min+Astepi), where i : samplecycle. One of the goals in the

simulations was the reduction of the sampling time. Two cases were investigated, the difference be-
tween them was in the sampling time. In the first case the sampling time was 0.08s, in the second case
it was 0.05s. The trajectories seem to be precise, in both cases approximately the same result was ob-
tained Fig. 3.36. In the first case in the 2nd time derivatives of the concentrations fluctuation appeared
and grew up to around 3 × 10−1 mol

L·s2 in the second half of the time-frame, but the controller eliminated
it, the zoomed Figs shows that effect Fig. 3.37. In the second case there are two places, where the
fluctuations grew up. The controller could control it, and reduced both of them (Fig. 3.38). The corre-
lation buffer shows where can the controller adaptively handle the reactions. It is approximately same
for both cases (Fig. 3.39). If the value is 1 on the buffer, the controller can work adaptively. Densities
show the concentrations of reagents A and B in the tank. In the first case, in the second half of the
time-frame, small fluctuations appeared in correlation with the chattering in the control signals. (Fig.
3.40 and 3.44). In the second case there are three places, where small fluctuations appeared in cor-
relation with the chattering in the control signals (Fig. 3.41 and 3.45). The voting weights weight the
proposals generated by the different Ac values for the next cycle (Fig. 3.42 - 3.43). The control signals
show the way, how the controller try to handle the reactions. In the first case, the zoomed figure shows
the input coupling effects, where the cut below 0 can be observed, too (Fig 3.44 - 3.45). In the figures
of the nontransient tracking error is cut off the big initial transients are hidden in order to reveal the fine
structure of the graphs of the errors (great initial transients can be seen in the diagrams describing the
trajectory tracking) (Fig 3.46 - 3.47) [A. 5].
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Figure 3.36: Trajectories for both cases (in the first chart the sampling time was 0.08s, in the second
one it was 0.05s): the nominal (“A” input concentrations: black lines, “B” input concentrations: blue lines)
and the simulated (“A” input concentrations: green lines, “B” input concentrations: red lines) [A. 5]
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Figure 3.37: 2nd time derivatives of the concentrations in first case, where the sampling time was
0.08s. The first chart is the full picture, the second and third display zoomed excerpts, Desired (“A”
input concentrations: black line, “B” input concentrations: blue line), Realized (“A” input concentrations:
green line, “B” input concentrations: red line), Requested (“A” input concentrations: magenta line, “B”
input concentrations: purple line) [A. 5]

37



Further development and novel applications of the Robust Fixed Point Transformation-based adaptive
control

Figure 3.38: 2nd time derivatives of the concentrations in second case, where the sampling time was
0.05s. The first chart is the full picture, the second displays zoomed excerpts, Desired (“A” input con-
centrations: black line, “B” input concentrations: blue line), Realized (“A” input concentrations: green
line, “B” input concentrations: red line), Requested (“A” input concentrations: magenta line, “B” input
concentrations: purple line) [A. 5]

Figure 3.39: Correlation Buffer, which shows that the adaptivity worked during the whole session. [A.
5]
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Figure 3.40: Densities of the concentrations for the first case, where the sampling time was 0.08s: (“A”
input concentrations: black line, “B” input concentrations: blue line, “0”: red line) [A. 5]

Figure 3.41: Densities of the concentrations for the second case, where the sampling time was 0.05s:
(“A” input concentrations: black line, “B” input concentrations: blue line, “0”: red line) [A. 5]

Figure 3.42: Voting Weights, for the first case, where the sampling time was 0.08s: (1: black, 2: blue, 3:
green, 4: cyan, 5: red, 6: magenta lines) [A. 5]
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Figure 3.43: Voting Weights, for the second case, where the sampling time was 0.05s: (1: black, 2: blue,
3: green, 4: cyan, 5: red, 6: magenta lines) [A. 5]

Figure 3.44: Control Signals for the first case, where the sampling time was 0.08s: (“A” input: black line,
“B” input: blue, “0”: red line) [A. 5]
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Figure 3.45: Control Signals for the second case, where the sampling time was 0.05s: (“A” input: black
line, “B” input: blue line, “0”: red line) [A. 5]

Figure 3.46: Nontransient Tracking Error for the first case, where the sampling time was 0.08s: (X: black
line, Y: blue line, “0”: red line) [A. 5]
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Figure 3.47: Nontransient Tracking Error for the second case, where the sampling time was 0.05s: (X:
black line, Y: blue line, “0”: red line) [A. 5]

3.3 Improvement of Extension from SISO to MIMO in RFPT-based
Systems

3.3.1 Systematic Extension of the RFPT-based Method from SISO to MIMO Sys-
tems

The original SISO Robust Fixed Point Transformation method [24] has three control parameters as
A ∈ IR, K ∈ IR, B = ±1, and a sigmoid function with the properties σ (0) = 0, dσ

dx

∣∣∣
x=0

= 1.
The orignal structure is:

G(r)
def
= (r +K)

[
1+Bσ

(
A
(
f (r)− rd

))]
−K that is: (3.27a)

G(r) = r
(
1+Bσ

(
A(f − rd)

))
+KBσ

(
A(f − rd)

)
. (3.27b)

This type of function has two fixed points. One of them is −K and the another one is equal to r⋆ , where
f (r⋆) = rd . The MIMO version of this formula was constructed in [65] as

Gs = rs
(
1+Bσ

(
A∥f − rd∥

))
+KBσ

(
A∥f − rd∥

)
es (3.28)

where es
def
= fs−rds√∑

l (fl−rdl )2
is a unit vector, that determines the direction of the system’s response error. Let

B̃
def
= Bσ

(
A∥f − rd∥

)
.

Gs = rs
(
1+ B̃

)
+KB̃es . (3.29)

For proving the contractivity of function G its partial derivatives according to variable r have to be in-
vestigated:

∂Gs
∂ru

= δsu(1 + B̃) + rs
∂B̃
∂ru

+Kes
∂B̃
∂ru

+KB̃
∂es
∂ru

, (3.30)

where

∂es
∂ru

=
1√∑

w(fw − rdw)2

∂fs
∂ru
−

(
fs − rds

)∑
l

(
fl − rdl

)
(∑

w(fw − rdw)2
) 3
2

∂fl
∂ru

, (3.31)

let hs
def
= fs − rds denotes the response error. It can be written in vector form that:
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∂e
∂r

=
1
∥h∥

(
∂f

∂r
− eeT

∂f

∂r

)
. (3.32)

Similarly

∂B̃
∂ru

= Bσ ′A
∂
√∑

w(fw − rdw)2

∂ru
= Bσ ′A

∑
l(fl − rdl )

2√∑
w(fw − rdw)2

∂fl
∂ru

, (3.33)

where σ ′ is the derivative of function σ (x) . Equation (3.33) in vector form is:

∂B̃
∂r

= BAσ ′eT
∂f

∂r
. (3.34)

The (3.30) equation in vector form is:

∂G̃
∂r

=
(
1+ B̃

)
I + (r +Ke)BAσ ′eT

∂f

∂r
+
KB̃
∥h∥

[
I − eeT

] ∂f
∂r

. (3.35)

In the fixed point the vector e cannot be defined because ∥h∥ = 0, but (3.35) can be defined with its own
limit value: because of the properties of the σ (x) function B̃

∥h∥ → BA, B̃ = 0, σ ′(0) = 1, (3.35) therefore
(3.35) can be written as

∂G̃
∂r

= I + rBAeT
∂f

∂r
+KBAeeT

∂f

∂r
+KBA

∂f

∂r
−KBAeeT

∂f

∂r
, (3.36)

i.e.

∂G̃
∂r

= I +BA
(
reT +K

) ∂f
∂r

. (3.37)

The contractivity of this matrix may be guaranteed for a wide class of physical systems since we
have an additional term to the unit matrix. This addition contains the control parameter A as a mul-
tiplication factor that can be made small enough. For instance is ∂f

∂r symmetric positive definite or
negative definite the contractivity can be achieved. For instance, in the case of fully driven Classical
Mechanical systems the inertia matrix is symmetric positive definite. Regarding the cases in which
this partial derivative contains symmetric and skew symmetric parts the Jordan canonical form may
be used for further studies.

3.3.2 More simple extension fromSISO toMIMOsystems in theRFPT-based adap-
tive control

In the 3.3.1 section’s sigmoid function (σ (x) : IR 7→ IR) will be used.

H(x) = x [1 +Bσ (x)] +KBσ (x) , (3.38)

where x = 0 is the fixed point, because H(0) = 0. In SISO case, can be used the following function to
generate iteration:

G(r)
def
= r +H

(
A(f − rd)

)
= r +A(f − rd)

[
1+Bσ

(
A(f − rd)

)]
+KBσ

(
A
(
f − rd)

))
. (3.39)

It is trivial that if f (r⋆) = rd , then G(r⋆) = r⋆ . The derivative of that function:

dG
dr

= 1+A
df
dr

[
1+Bσ

(
A(f − rd)

)]
+A(f − rd)Bσ ′A

df
dr

+KBAσ ′
df
dr

, (3.40)
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which has a following value in the fixed point:

dG
dr

= 1+A(1 +KB)
df
dr

. (3.41)

To satisfy the
∣∣∣dGdr ∣∣∣ < 1 condition, which guarantees the convergence into the fixed point, it can be

achieved by choosing a properly small value for control parameter A.
This transformation can be simplified. Usually in the practical setup |x| ≪ |K |, therefore the expres-

sion

H(x) = x+KBσ (x) (3.42)

can be tried, which leads to the following function:

G(r)
def
= r +H

(
A(f − rd)

)
= r +A(f − rd) +KBσ

(
A
(
f − rd)

))
, (3.43)

furthermore

dG
dr

= 1+A
df
dr

+KBAσ ′
df
dr

, (3.44)

which leads to the result of the equation (3.41).
This can be extend to MIMO case in the following way:

G̃(r)
def
= r +

[
A∥f − rd∥+KBσ

(
A∥f − rd∥

)]
e , (3.45)

where e
def
= f −rd
∥f −rd∥ . The partial derivatives are

∂
√∑

l (fl−rdl )2

∂ru
=

2
∑
l (fl−rdl )

2
√∑

w(fw−rdw)2
∂fl
∂ru

= eT ∂f∂r :

∂Gs
∂ru

= δsu +A(1 + σ
′KB)es

∑
l

el
∂fl
∂ru

, (3.46)

which in vector form in the fixed point:

∂G
∂r

= I +A(1 +KB)eeT
∂f

∂r
. (3.47)

Regarding the contractivity of this function similar considerations can be applied as in the previous
case.
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CHAPTER 4
IMPROVEMENT OF THE STABILITY OF THE RFPT-BASED ADAPTIVE

CONTROL

4.1 Improved parameter tuning: “Precursor Oscillations”

A detailed analysis reveals that the following cases may happen: a) monotone convergence to the solu-
tion of the control task r⋆ , b) non-monotone convergence to the solution of the control task r⋆ c) chaotic
behavior in a bounded region, d) divergence to infinity, f) convergence to the trivial fixed point of G i.e. to
−Kc. These cases are not “isolated ones” but follow each other in a well traceable order. [A. 6]

This statement will be demonstrated for an affine approximation of f (r) = ar+bwith a, b = 1 that cor-
responds to the df

dr > 0 case. A “P-type” tracking feedback prescribed as rDesn = rNomn +Λ
(
rNomn − fn

)
with

Λ = 0.9 and constant rNom = 5 nominal signal was considered. The settings Kc = −6 (“big negative”)
and Bc = 1 produces the mentioned sequence: ifAc = 0 (2.1) evidently is an identity transformation. For
“very small” Ac = 0.2 monotone convergence to the solution r⋆ = 4 was obtained according to Fig. 4.1.
Via increasingAc to 0.4 (“medium value”) the derivative ofG turns into small negative number that yields
fluctuating convergence to r⋆ (Fig. 4.2). Finally for “great” Ac = 2 bounded chaotic chattering can be
observed in Fig. 4.3. Figure 4.4 also illustrates/expounds the formation of this chaotic motion [A. 6].

It worths noting that the rini ≪ −Kc initial condition guarantees the reliable operation of the con-
troller. Divergence to the infinity happens only at the other side of the repulsive trivial fixed point when
r > −Kc. In the next section simulations will be presented that exemplify the use of the appearance of
the “precursor fluctuations” in tuning Ac [A. 6].
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Figure 4.1: Monotone convergent iteration to r⋆ for “small” Ac = 0.2 (it can well be identified that the
trivial fixed point at r = −Kc is repulsive while the nontrivial one is attractive and yields acceptable
solution) [A. 6]

Figure 4.2: Non-monotone convergent iteration to r⋆ for “medium” Ac = 0.4 (it can well be identified
that the trivial fixed point at r = −Kc is repulsive while the nontrivial one is still attractive and yields
acceptable solution) [A. 6]

Figure 4.3: Chaotic chattering for “great” Ac = 2 [A. 6]
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Figure 4.4: Formation of the chaotic chattering for the “great” setting Ac = 2 (it can well be identified
that both fixed points are repulsive that guarantees finite control signals of order of magnitude of Kc)
[A. 6]

4.1.1 The RFPT-based MRAC Controller for a 2 DoF TORA System

The “TORA” (Translational Oscillations with an Eccentric Rotational Proof Mass Actuator) system was
considered as a simplified model of a dual-spin spacecraft with mass imbalance in the literature. It
served as a “benchmark problem” for controller design in [66]. In [67] it was controlled by a cascade
and a passivity based controller. In [68] for example the “Tensor Product Form” of the system model
was applied to develop a model-based controller. For our purposes its 2 DoF variant was considered
that consisted of a cart, a pendulum (practically a beam) and a dial that can be rotated around an axle
attached to the end of the beam. Its equations of motion are given in (4.1). This seemingly 3 DoF
system was made 2 DoF indirectly driven one by setting Q3 ≡ 0 and trying to control the motion of
axles q2 [rad] and q3 [m] by properly setting Q1 [N ×m] and Q2 [N ×m] [A. 6].

(mL2 +Θ) Θ mLcos(q1)
Θ Θ 0

mLcos(q1) 0 (m+M)



q̈1
q̈2
q̈3

+
+


−mLg sin(q1)

0
−mLsin(q1)q̇12

 =

Q1

Q2

Q3


(4.1)

with the dynamic parameters as follows: m = 20[kg] (the mass of the dial), M = 30[kg] (the mass of
the body of the cart, L = 2[m] (the length of the beam), and Θ = 20[kg ×m2] (the momentum of inertia
of the dial with respect to its own mass center point). Utilizing that Q3 ≡ 0 the last equation of (4.1)
determines q̈1 in (4.2) [A. 6]

q̈1 =
mLsin(q1)q̇12 − (m+M)q̈3

mLcos(q1)
(4.2)

that can be substituted into the first two equations of (4.1) to calculate the necessaryQ1 andQ2 torque
components in (4.3).  − (

mL2+Θ)(m+M)
mLcos(q1)

+mLcos(q1) Θ

− (m+M)Θ
mLcos(q1)

Θ


[
q̈3
q̈2

]
+ (mL2+Θ)mLsin(q1)q̇12

mLcos(q1)
−mLg sin(q1)

0

 = [
Q1

Q2

] (4.3)
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that is considerably different to that of the directly driven Classical Mechanical systems: certain ele-
ments of the “inertia matrix” and the additional terms are singular and may contain infinite elements if
cos(q1) = 0. The aim of the MRAC controller in our case was to simplify the dynamics given in (4.3) for
an external control loop as a 2 DoF reference model described by (4.4) [A. 6].

Θref q̈2 =Q2, −
(
Mref +mref

)
q̈3 =Q1. (4.4)

with the parameters mref = 15[kg], Mref = 25[kg], and Θref = 16[kg ×m2] for nominal motion that
avoids the configurations in which cos(q1) approaches 0. The details of how to develop MRAC con-
trollers by the use of RFPT were described in details e.g. in [38]. In the sequel we give only simulation
results that exemplify how can the “precursor” oscillations be utilized for guaranteeing stable tuning for
Ac [A. 6].

4.1.1.1 The Tuned RFPT-based MRAC Controller

In the simulations the q̈Desi = q̈Nomi + 3Λ2(qNomi − qi) + 3Λ(q̇Nomi − q̇i) +Λ3
∫ t
0

(
qNomi (τ)− qi(τ)

)
dτ with

Λ = 10/s kinematic tracking was prescribed for i = 2,3. The actively driven axle q1 started from the
“not dangerous” q1 = 0 initial position. A digital controller was assumed to yield constant torque for
cycle time of ∆t = 1ms. In the adaptive case the adaptive control parameters were set as follows:
{Kc = −104,Bc = 1} or {Kc = 104,Bc = −1} for yielding the appropriate precursor phenomenon, and
Acini = 10−7 were chosen. For tuning Ac an asymmetric rule was applied that cautiously increases its
value if no “precursor oscillations” are observed but causes fast decrease if the oscillations appear as

Ȧc =
{
v+ if F̂n −Fthr ≥ 0 and Ac ≤ Acini
−cvv+ if F̂n −Fthr < 0 or Ac ≥ Acmax

(4.5)

with v+ = 10−4, cv = 3, Fthr = 10−4, and Acmax = 10Acini . The F̂n values were calculated by a “forgetting
integral” that served as a model-independent observer in the following manner: the scalar products
F(tn) := [Q⃗(tn)−Q⃗(tn−∆t)]T [Q⃗(tn−∆t)−Q⃗(tn−2∆t)] in general can be used for monitoring the precursor
of chattering since its positive value pertains to definite modification of the control force “approximately
in the same direction” while negative value reveals a significant fluctuation in the direction of the force
between the subsequent control cycles. (The scalar product Q⃗(tn)T Q⃗(tn−∆t) could reveal only a rough
chattering.) The forgetting integral with the output F̂n := (1− β)

∑n
s=0β

sFn−s with β = 0.1 and threshold
value Fthr is able to filter out single changes in the direction of the forces that normally occur only in
certain points of a smooth variation [A. 6].

4.1.1.2 Simulations for Big Negative Kc and Bc = 1

In Fig. 4.5 the movement of the axles in the adaptive case are described for a nominal trajectory con-
verging from zero to a third order spline function of time. In Fig. 4.6 the trajectory tracking errors are
described for non-adaptive and the adaptive controllers [A. 6].
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Figure 4.5: Trajectory tracking of the adaptive controller [q2 [rad]: black, q3 [m]: green, qNom2 [rad]: red,
qNom3 [m]: ochre lines] (LHS), and the motion of the actively driven axis [q1 : [rad] vs. time in [s] units
(RHS)] [A. 6]

Figure 4.6: Trajectory tracking errors of the non-adaptive controller (LHS) and the adaptive one (RHS)
[q2 [rad]: black, q3 [m]: green lines vs. time in [s] units] [A. 6]

Figure 4.7 reveals the control forces that have the following definitions: the “desired forces” with super-
script “Des” denote the force needs of the reference model calculated by the external control loop using
the kinematically prescribed tracking error relaxation and the dynamic model of the reference system
given in (4.4). The “exerted” forces are calculated by the internal loop of the MRAC controller that has
double responsibility: a) guaranteeing precise trajectory tracking, and b) generating the illusion to the
external loop that the reference model well describes the controlled system (the “MRAC illusion”). The
“recalculated forces” marked by the superscript “Rec” means the force need of the reference model at
the realized response of the controlled system in its actual state. It is evident that the controller well
generated the MRAC illusion since the “recalculated” forces are in the vicinity of the “desired ones” while
both of them considerably differ from the adaptively deformed, realized control forces actually exerted.
Figure 4.8 displays zoomed excerpts of the force diagram of the adaptive controller. In the diagram
little fluctuations in the control signal in certain segments can well be observed. These fluctuations are
related to the tuned value of Ac depicted in Fig. 4.9. By the use of the time axis of the diagrams it can
well be seen that the appearance of the the little fluctuations in the control signal are related to the too
great values of Ac and that the fast decrease in Ac makes them cease quickly [A. 6].

Figure 4.7: The generalized forces for the non-adaptive (LHS) and the adaptive (RHS) cases versus time
in [s] units [QDes1 : black, QExerted1 : red, QRec1 : brown, and QDes2 : green, QExerted2 : ochre, QRec2 : dark blue
lines in [N ×m] units] [A. 6]
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Figure 4.8: Detailed excerpts of the generalized forces of the adaptive controller versus time in [s] units
[QDes1 : black,QExerted1 : red,QRec1 : brown, andQDes2 : green,QExerted2 : ochre,QRec2 : dark blue lines in [N×m]
units] [A. 6]

Figure 4.9: Variation of Ac vs. time in [s] units (LHS) and the time-dependence of the forgetting integral
(RHS) [A. 6]

4.1.1.3 Simulations for Big Positive Kc and Bc = −1

These alternative settings also produce observable and useful “precursor oscillations” for the same
nominal motion. Figure 4.10 reveals precise trajectory and smooth and precise phase trajectory track-
ing. According to Fig. 4.11 it can be stated that similar and efficient parameter tuning happened as in
the case of the original settings {Kc = −104,Bc = 1}. In the diagram of the generalized forces (Fig. 4.12)
similar precursor oscillations can be observed, too [A. 6].

Figure 4.10: The phase trajectories [q2 [rad]: black, q3 [m]: green, qNom2 [rad]: red, qNom3 [m]: ochre
lines] (LHS) and the trajectory tracking errors of the adaptive controller using the alternative parameter
settings (RHS) [q2 [rad]: black, q3 [m]: green lines vs. time in [s] units] [A. 6]
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Figure 4.11: Variation ofAc vs. time in [s] units (LHS) and the time-dependence of the forgetting integral
(RHS) using the alternative parameter settings [A. 6]

Figure 4.12: The chart of the generalized forces of the adaptive controller at the alternative parameter
settings versus time in [s] units and its detailed excerpts [QDes1 : black, QExerted1 : red, QRec1 : brown, and
QDes2 : green, QExerted2 : ochre, QRec2 : dark blue lines in [N ×m] units] [A. 6]

4.2 The Global Behavior of the Bounded RFPT

As in [A. 6] let us approximate the response function f with an affine formula as f (r) = αr + β with
α = 1 and β = 1. Regarding the derivative df

dr only α has significance. As in [A. 6] a “P-type” tracking
feedback prescribed as rDesn = rNomn +Λ

(
rNomn − fn

)
with Λ = 0.9 and constant rNom = 5 nominal signal

was considered with Ks = 10, Kc = ±1000, Bc = ±1, and various 0 < Ac parameter settings [A. 7].
For dfdr > 0 the simultaneous settings for a bigAc = 10−2, Kc > 0 and Bc = 1 orKc < 0 and Bc = −1 are

“dangerous”. Figure 4.13 reveals the global shape of the bounded RFPT transformation in this case. It
is evident that some attractive fixed points at −Ks <≈ r

(1)
⋆ and Ks >≈ r

(2)
⋆ with flat adaptive mapping. In

Fig. 4.14 an example for the convergence to ≈ −Ks is provided [A. 7].

Figure 4.13: The global shape of the bounded RFPT in the “dangerous situations” for df
dr > 0 systems:

Kc big positive, Bc = 1 (LHS) and Kc big negative and Bc = −1 (RHS) (in each case Ac = 10−2 was “big”)
[A. 7]
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Figure 4.14: The convergence to near −Ks for dfdr > 0 systems: Kc big positive, Bc = 1 and Ac = 2×10−3

(“moderate” value) [A. 7]

For cases providing “emerging” or “precursor oscillations” in the control signal rn at first the monotone
convergence for rn → r⋆ is exemplified by Figs. 4.15, , and 4.17 belonging to “small” Ac = 10−4 value.
(Due to the small value of β in the affine model the appropriate figures are very similar to each other.)
[A. 7]

Figure 4.15: Monotone convergence for df
dr > 0 systems: Kc = −1000, Bc = 1 (LHS) and Kc = 1000,

Bc = −1 (RHS) (in each case Ac = 10−4 was “small”) [A. 7]

Figure 4.16: Phase trajectory of the monotone convergence for df
dr > 0 systems: Kc = −1000, Bc = 1

(LHS) and Kc = 1000, Bc = −1 (RHS) (in each case Ac = 10−4 was “small”) [A. 7]
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Figure 4.17: Function shapes for the monotone convergence for df
dr > 0 systems: Kc = −1000, Bc = 1

(LHS) and Kc = 1000, Bc = −1 (RHS) (in each case Ac = 10−4 was “small”) [A. 7]

Further increase in Ac results in emerging oscillations in the control signal but the controller remains
convergent (Figs. 4.18, 4.19, and 4.20) [A. 7].

Figure 4.18: Non-monotone convergence for df
dr > 0 systems: Kc = −1000, Bc = 1, Ac = 10−3 (LHS) and

Kc = 1000, Bc = −1, Ac = 1.5× 10−3 (RHS) [A. 7]

Figure 4.19: Phase trajectory of the monotone convergence for df
dr > 0 systems: Kc = −1000, Bc = 1,

Ac = 10−3 (LHS) and Kc = 1000, Bc = −1, Ac = 1.5× 10−3 (RHS) [A. 7]
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Figure 4.20: Function shapes for the monotone convergence for df
dr > 0 systems: Kc = −1000, Bc = 1,

Ac = 10−3 (LHS) and Kc = 1000, Bc = −1, Ac = 1.5× 10−3 (RHS) [A. 7]

Further increase in Ac will again result in bounded chattering (Figs. 4.21, 4.22, and 4.23) [A. 7].

Figure 4.21: Bounded chattering for df
dr > 0 systems: Kc = −1000, Bc = 1, Ac = 2 × 10−3 (LHS) and

Kc = 1000, Bc = −1, Ac = 2× 10−3 (RHS) [A. 7]

Figure 4.22: Phase trajectory of the bounded chattering for df
dr > 0 systems: Kc = −1000, Bc = 1, Ac =

2× 10−3 (LHS) and Kc = 1000, Bc = −1, Ac = 2× 10−3 (RHS) [A. 7]
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Figure 4.23: Function shapes for the bounded chattering for df
dr > 0 systems: Kc = −1000, Bc = 1,

Ac = 2× 10−3 (LHS) and Kc = 1000, Bc = −1, Ac = 2× 10−3 (RHS) [A. 7]

It can clearly be seen that the limitation by the parameter 0 < Ks ≪ |Kc | conserves the formation of
emerging fluctuation in the control signal rn. In the case of a digital controller working in control cycles
for a 0 < β̃ < 1 “forgetting factor” the quantity yielding positive contribution for monotone variation and
negative one for fluctuating signals

Bn+1 = β̃Bn + (rn−2 − rn−1) (rn−1 − rn) (4.6)

easily can be observed and utilized for properly tuning Ac. The tuning process can be initiated from
a small initial value and Ac can be kept slowly increasing until Bn approaches a small positive Bthr
threshold value. Following that it can be kept decreasing until Bn becomes greater than Bthr . In the
sequel simulations will be presented that reveal the applicability of this approach for a strongly nonlinear
1 DoF physical system [A. 7].

4.3 Simulations for a 1 DoF Nonlinear System

The system model applied is a combination of the van der Pol oscillator [69] and a nonlinear spring of
limited force described by the equation [A. 7]

mq̈+ k tanh
( q
w

)
+ b

(
q2 − d

)
q̇ = F (4.7)

with k = 1, b = 2, m = 5, w = 5, d = 2, and F denotes the control force. The approximate model of this
system was a common damped spring as

m̂q̈+ k̂q+ b̂q̇ = F (4.8)

with the parameters m̂ = 1, b̂ = 20, k̂ = 10. The kinematically prescribed trajectory tracking was q̈Des =
q̈N + 2Λ

(
q̇N − q̇

)
+Λ2

(
qN − q

)
with Λ = 6/s. The adaptive control parameters were as follows: Bc = 1,

Kc = −2000, Ks = 100, β̃ = 0.5, the cycle time was 1 ms. Ac was either kept constant or kept tuned
according to the rule [A. 7]:

Ac(n+1) =
{
Ac(n)− 3∆Ac if B(n) ≤ Bthr
Ac(n) +∆Ac otherwise

(4.9)

with ∆Ac = 10−6 and Bthr = 10−2. Figure 4.24 well exemplifies the effects of introducing adaptivity. In
the phase trajectories belonging to the fixedAc = 5×10−3 value the traces of certain fluctuations can be
revealed. In Fig. 4.25 these oscillations can be well observed in details in the case of the fixedAc value.
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It can well be seen that the adaptively deformed signal (blue line in the graphs) is drastically different to
the desired one (black line), and the realized signal (red line) is in the close vicinity of the desired values.
Furthermore, tuning ofAc considerably reduced the fluctuation in the applied (deformed) signal. Figure
4.26 reveals that Ac really adaptively varied and the tracking error remained moderate [A. 7].

Figure 4.24: The phase trajectories for the non-adaptive motion (upper left), the adaptive motion with
fixed Ac = 5 × 10−3 without any limitation by Ks (upper right), the effect of limitation with Ks = 100
without tuning (lower left), and the limitation with Ks = 100 and simultaneous tuning of Ac (lower right)
[A. 7]
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Figure 4.25: The kinematically calculated “desired”, the adaptively deformed, and the realized q̈ signal for
the non-adaptive motion (upper left), the adaptive motion with fixedAc = 5×10−3 without any limitation
by Ks (upper right), the effect of limitation with Ks = 100 without tuning (lower left), and the limitation
with Ks = 100 and simultaneous tuning of Ac (lower right) [A. 7]

Figure 4.26: The variation of the tuned Ac parameter and the trajectory tracking error in the case of
limitation with Ks = 100 [A. 7]
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CHAPTER 5
MODIFICATIONS FOR THE ORIGINAL RFPT BASED CONTROL

5.1 Tuning of the applied sigmoid function

5.1.1 The Sigmoid Function

The sigmoid function must produce output between ±1 with the restrictions that σ (0) = 0, dσdx |x=0 = 1
[70]. For sigmoid function now the following construction was used (5.1) [A. 8]:

σ :=


−1 if x < −ε
x
ε ; if − ε ≤ x ≤ ε
1 if x > ε

(5.1)

This choice differs from the originally used sigmoids that the restriction dσ
dx |x=0 = 1 not necessarily is

met. In this manner the width of the unsaturated region is not uniquely determined by parameter Ac so
the introduction of this new parameter ε introduces new possibilities in the design [A. 8].

5.1.2 Fine Tuning Results

The results are compared with the previous ones taken from subsection 3.1.4 [A. 1] (the model of the
system is same as used in that subsection), where σ (x) := x

1+|x| was in use. If ε = 1 the function in
(5.1) produces results that are very similar to that obtained by the original sigmoid function. In the here
presented simulations the option ε = 2.4 was chosen. Finding a balance between smoothness and
precision, parameter ε = 1.6 was chosen. The trajectories were approximately the same, just small
differences are in the that look like that of the original case the original case was a bit more precise Fig.
5.1,5.2 [A. 8].
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Figure 5.1: Trajectories for the truncated linear system (ε = 2.4) [A. 8]

Figure 5.2: Trajectories for the original case, taken from [A. 1]

It can be noted that the phase trajectories are a bit better in the original case.

Figure 5.3: Phase trajectories for the truncated linear system (ε = 2.4)
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Figure 5.4: Phase trajectories for the original case, taken from [A. 1]

The exerted force was approximately the same for both the ε = 2.4 and the original case, because
the same masses were moved along almost the same paths.

Figure 5.5: Exerted force (Q) for the truncated linear system (ε = 2.4) [A. 8]

Figure 5.6: Exerted force (Q) for the original case, taken from [A. 1]

The accelerations of the original system were a bit more precise then that belonging to the truncated
linear function with ε = 2.4.
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Figure 5.7: Accelerations for the truncated linear system (ε = 2.4) [A. 8]

Figure 5.8: Accelerations for the original case, taken from [A. 1]

Figure 5.9: Accelerations for the truncated linear system (zoomed) (ε = 2.4) [A. 8]

Figure 5.10: Accelerations for the original case (zoomed), taken from [A. 1]
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The tracking error was smaller in the original system than that of the truncated linear system, but it
was acceptable difference for that case.

Figure 5.11: Tracking error for the truncated linear system (ε = 2.4) [A. 8]

In the simulations the kinematically designed trajectory tracking policy was deduced from the pre-
scription

Figure 5.12: Tracking error for the original case, taken from [A. 1]

The variation of the voting weights were much more smoother in the case of the truncated linear
system than in the original case. It means that the controller works much smoother [A. 8].

Figure 5.13: Voting weights for the truncated linear system (ε = 2.4) [A. 8]
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Figure 5.14: Voting weights for the original case, taken from [A. 1]

The response error is better in the original system, but the difference is in the acceptable range.

Figure 5.15: Response error for the truncated linear system (ε = 2.4) [A. 8]

Figure 5.16: Response error for the original case, taken from [A. 1]

The “Required Accelerations” (i.e. the adaptively distorted ones) were approximately same for both
cases.
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Figure 5.17: The “Required Acceleration” for the truncated linear system (ε = 2.4) [A. 8]

Figure 5.18: The “Required Acceleration” for the original case, taken from [A. 1]

The response error was higher than in the original case, but it is less when truncated linear sigmoid
function with parameter ε = 2.4 applied.

Figure 5.19: Response error for the truncated linear system (ε = 1.6) [A. 8]

The tracking error was higher than in the original case, but it was less when truncated linear sigmoid
function with parameter ε = 2.4 was applied.
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Figure 5.20: Tracking error for the truncated linear system (ε = 1.6) [A. 8]

The variation of the voting weights was much smoother than in the original case, but the truncated
linear function with parameter ε = 2.4 yielded smoother result.

Figure 5.21: Voting weights for the truncated linear system (ε = 1.6) [A. 8]

The results show that by sacrificing some precision a controller can be obtained that works smoother
than the original one [A. 8].

5.1.3 Simulation for TORA system using Fine Tuning method

The model of the TORA system was described in subsection 4.1.1.
In the simulations the kinematically designed trajectory tracking policy was deduced from the pre-

scription resulting in a PID-type trajectory tracking with Λ = 10ms [A. 9].
In Figs. 5.22-5.25 the results obtained by the non-adaptive controller are described. It worths noting

that in the non-adaptive case no any adaptive deformation exists therefore the “desired” and the “ex-
erted” torque values are exactly the same. On this reason in Fig. 5.24 the black line is exactly covered
by the red one, and the green one is hidden by the ocher line [A. 9].

The adaptive settings was Kc = 104, Bc = −1, Acini = 10−7. The initial parameters was v+ = 10−4,
Fthr = 0.0001, cv = 6 and β = 0.1. Since the figure of the trajectory tracking does not reveal observable
details the results obtained for the operation of the adaptive MRAC controller are described in Figs.
5.26-5.32Comparison of Figs. 5.23 and 5.26immediately reveals the significant improvement in the
trajectory tracking. According to Figs. 5.24 and 5.27it can be stated that the necessary torque signals
were of the same order of magnitude in the adaptive and the non-adaptive cases, however, the adaptive
case worked with smaller signals and in Fig. 5.27 the formation of the “precursor oscillations” can well
be identified in coincidence with the negative values of the forgetting integral. (Certain excerpts are
better described in Fig.5.30. ) The motion of the actively driven axle shows only little differences (Figs.
5.25 and 5.31) . The disappearance of the precursor oscillations is also in coincidence with the fast
reduction of the tuned parameter Ac (consider Figs. 5.28 and 5.31) [A. 9].
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The formation of the “MRAC illusion” can well be traced in Fig. 5.29that reveals the control torques in
the interval that contains the instant in which the adaptation was switched on (at t=0.2 s): the “desired”
and the “adaptively deformed” lines that are identical in the non-adaptive session are splitted at this
moment and the “recalculated” lines well approach the “desired” ones and considerably differ from the
“exerted” ones in the adaptive session [A. 9].

To make a comparison the simulations were made for the same setting for the originally used sig-
moid function σ (x)

def
= x

1+|x| . The results are given in Figs. 5.33 and 5.34 that are the counterparts of
Figs. 5.26 and 5.27 . No significant differences can be revealed between the appropriate charts.as it
can be seen in Figs. 5.32 and 5.35 [A. 9].

Figure 5.22: The trajectory tracking of the non-adaptive controller using the reference model: [q2(rad):
black solid, q3(m): green dashed, qNom2 (rad): red dash dot, qNom3 (m): ocher long dashdot lines]. [A. 9]

Figure 5.23: The trajectory tracking error of the non-adaptive controller using the reference model:
[q2(rad): black solid, q3(m): green dashed lines]. [A. 9]

Figure 5.24: The generalized forces for the non-adaptive controller versus time in s units [QDes1 : black
solid, QExerted1 : red dash dot, QRec1 : brown bigdash dot, and QDes2 : green dashed, QExerted2 : ocher long
dash dot, QRec2 : dark blue bigdash longdash lines in Nm units]. [A. 9]
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Figure 5.25: The motion of the actively driven axis [q1 : rad] vs. time in s units. [A. 9]

Figure 5.26: The trajectory tracking error of the adaptive MRAC controller using the reference model:
[q2(rad): black solid, q3(m): green dashed lines]. [A. 9]

Figure 5.27: The generalized forces for the adaptive MRAC controller versus time in s units [QDes1 : black
solid, QExerted1 : red dash dot, QRec1 : brown bigdash dot, and QDes2 : green dashed, QExerted2 : ocher long
dash dot, QRec2 : dark blue bigdash longdash lines in Nm units]. [A. 9]

Figure 5.28: The forgetting integral for the adaptive MRAC controller. [A. 9]
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Figure 5.29: The generalized forces for the adaptive MRAC controller versus time in s units when the
adaptivity is turned on at t = 0.2 [QDes1 : black solid, QExerted1 : red dash dot, QRec1 : brown bigdash dot,
and QDes2 : green dashed, QExerted2 : ocher long dash dot, QRec2 : dark blue bigdash longdash lines in Nm
units]. [A. 9]

Figure 5.30: The generalized forces for the adaptive MRAC controller versus time in s units: zoomed
excerpt exemplifying the details of formation of the “precursor oscillations” about t = 14.33s [QDes1 :
black solid, QExerted1 : red dash dot, QRec1 : brown bigdash dot, and QDes2 : green dashed, QExerted2 : ocher
long dash dot, QRec2 : dark blue bigdash longdash lines in Nm units]. [A. 9]
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Figure 5.31: The motion of the actively driven axis in the case of the adaptive MRAC controller [q1 : rad]
vs. time in s units. [A. 9]

Figure 5.32: The tuned parameter Ac in the case of the adaptive MRAC controller vs. time in s units. [A.
9]

Figure 5.33: The trajectory tracking error of the adaptive MRAC controller using the reference model
and the original sigmoid function: [q2(rad): black solid, q3(m): green dashed lines]. [A. 9]
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Figure 5.34: The generalized forces for the adaptive MRAC controller using the original sigmoid function
versus time in s units [QDes1 : black solid, QExerted1 : red dash dot, QRec1 : brown bigdash dot, and QDes2 :
green dashed, QExerted2 : ocher long dash dot, QRec2 : dark blue bigdash longdash lines in Nm units]. [A.
9]

Figure 5.35: The tuned parameter Ac in the case of the adaptive MRAC controller vs. time in s units
with the original sigmoid function. [A. 9]

5.2 Combination with the Luenberger observer

The simple LTI described in Isidori’s book on nonlinear control systems [71] starts with the investigation
of the “Linear Time-Invariant (LTI)” systems of the form

ẋ = Ax+Bu,
y = Cx

(5.2)

in which A is a constant real matrix of size n × n, B is also a constant real matrix of size n ×m (0 ≤
m ≤ n), u of size m × 1 is the array of the control signals, and C is a constant real matrix of size k ×
n (k ≤ n), and y is the directly measurable quantity (it is assumed that the components of x are not
immediately observable. The possession of the “system model” means that we have exact information
on matrices A, B, and C. If these matrices have explicit time-dependence through the parameters
of the system we have “Linear Parameter Varying (LPV)” systems. If these matrices also depend on
time through certain components of the state variable x the system is categorized as “Quasi-Linear
Parameter-Varying (qLPV)”. This latter concept was found to be very fruitable since with the combination
of the “Tensor Product (TP)” model and the “Higher Order Singular Value Decomposition (HOSVD)” it
allowed the utilization of the results obtained for linear controllers via solving linear matrix inequalities
(e.g. [72], [68]) [A. 10].

Our model is a nonlinear oscillator having the exact equations of motion as [A. 10]

q̈ = −kq − bq̇ − cq̇2 +u (5.3)
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in which k > 0 is a spring stiffness constant, b > 0 describes viscous friction, and c > 0 corresponds to
the coefficient of the drag force while moving in e.g. air or water. This latter term makes the system’s
dynamics nonlinear. For the controller design the linear approximation of (6.14) is applied as [A. 10]

q̈ = −kq − bq̇+u (5.4)

for which a linear design is possible as follows. The formal state-space model can be constructed by the
introduction of the state variable x := [x1,x2]T = [q, q̇]T leading to the reformulation of the approximate
model as [A. 10] [

ẋ1
ẋ2

]
=

[
0 1
−k −b

][
x1
x2

]
+
[
0
1

]
u (5.5)

that corresponds to (5.2) with A =
[

0 1
−k −b

]
and B =

[
0
1

]
and a one dimensional control signal

u ∈ ℜ. It is worthy of note that in the “Adaptive Inverse Dynamics” and the “Adaptive Slotine-Li Robot
Controller” [15] a similar step is done with the aim of obtaining a Lyapunov equation that contains the
appropriate matrix A [A. 10].

If the task is to trace a nominal trajectory xN (t) := [qN (t), q̇N (t)]T , in the possession of the exact
model and the state variable x the following feedback rule could be introduced: BuN (t) := ẋN (t)−AxN (t)
[A. 10]: [

0
uN

]
=

[
ẋN1
ẋN2

]
−
[

0 1
−k −b

][
xN1
xN2

]
(5.6)

leading to uN = kxN1 + bxN2 without any contradiction since ẋN1 = xN2 . This term can be completed by
an error-feedback as Bu(t) = BuN (t) +B[K1,K2]

(
xN (t)− x(t)

)
in which K1 and K2 are feedback gains in

K := [K1,K2]. In this manner the following equations of motion can be obtained [A. 10]:

ẋ = Ax+BuN +BK
(
xN (t)− x(t)

)
,

ẋN = AxN +BuN ⇒
d
dt

(
xN − x

)
= (A−BK)

(
xN − x

) (5.7)

with A −BK =
[

0 1
−k −K1 −b −K2

]
. In this simple case the x→ xN convergence can be guaranteed

by the simple method of Pole Placement i.e. by prescribing the spectrum of A − BK in the following
manner [A. 10]:

det(A−BK −λI) = (λ−λ1)2⇒
λ2 +λ (b+K2) + k +K1 = λ2 − 2λ1λ+λ21

(5.8)

yielding K1 = λ
2
1 − k and K2 = −b − 2λ1 withℜ∋ λ1 < 0.

If we assume that only x1 can directly be observed the y = [1,0][x1,x2]T = x1 rule is valid with
C = [1,0] in (5.2), i.e. we need one derivation as [A. 10][

y

ẏ

]
=

[
[1,0][x1,x2]T

[1,0][ẋ1, ẋ2]T

]
=

[
x1
ẋ1

]
=

[
x1
x2

]
(5.9)

therefore our complete set of equations will be

ẋ = Ax+BuN +BK
(
xN − x̂

)
,

˙̂x = Ax̂+BuN +BK
(
xN − x̂

)
+L (x − x̂)

(5.10)
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since the feedback is realized instead of x by x̂. For the state estimation error e := x − x̂ this yields [A.
10]

d
dt
e = Ae −Le = (A−L)e. (5.11)

For the convergence x̂→ x the spectrum of A− L must be properly set. Here L denotes the feedback
gain of the Luenberger Observer [73] [A. 10].

If L is only a scalar then this spectrum is determined by the characteristic polynomial’s roots that is
by the solutions of the equation [A. 10]

det
[
−L−µ 1
−k −b −L−µ

]
= 0 (5.12)

yieldingµ2+(b+2L)µ+L(b+l)+k = 0, thereforeµ1,2 =
−b−2L±

√
(b+2L)2−4L(b+L)−4k

2 , that isµ1,2 = −b−2L±
√
b2−4k

2 ,
soℜµ1,2 < −L < 0 if L > 0, therefore the x̂→ x convergence is granted for L > 0. In the sequel the oper-
ation of this control designed for the linear approximation of the model is investigated for the nonlinear
system. It is expected that for small coefficient c it can work well but after transcending a limit for c the
controller may become unstable. Before providing simulation results the adaptive completion of this
controller by the use of the RFPT transformations [A. 10].

In the present context no complementary parameter tuning was necessary. In the “role” of the de-
sired response q̈ that is the response of the approximate linear model was placed. The control signals
were so deformed that the response of the nonlinear system well approximated that of the linear sys-
tem. The nominal trajectory to be tracked was a third order spline function of time. The parameters
were set as follows: k = 100, b = 10 for the model, λ1 = −12, L = 24, Kc = 106, Bc = −1, Ac = 10−6 [A.
10].

Figure 5.36 demonstrates the operation of the Luenberger observer in the non-adaptive control for
the exactly linear case in which c = 0. It well corresponds to the theoretical expectations. Tis non-
adaptive controller worked for c = 3 (Fig. 6.56) but for higher values of c it was found to be divergent
(this corresponds to the limits of the linear design) [A. 10].
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Figure 5.36: The operation of the non-adaptive Luenberger observer for the exactly linear system model:
trajectory tracking (top: x1: black, x2: blue, x̂1: red, x̂2: ocher, xN1 : green, xN2 : purple lines) and the state
estimation error (bottom) versus time in [s] units [A. 10]
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Figure 5.37: The operation of the non-adaptive Luenberger observer for the modeling inaccuracy be-
longing to c = 3: trajectory tracking (top: x1: black, x2: blue, x̂1: red, x̂2: ocher, xN1 : green, xN2 : purple
lines), the state estimation error (middle), and tracking error (bottom) [black line for x1, and blue line for
x2] versus time in [s] units [A. 10]
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The adaptive counterpart of Fig. 6.56 is Fig. 5.38. The precision of the state estimation as well as
that of the trajectory tracking were evidently improved [A. 10].

Figure 5.38: The operation of the adaptive Luenberger observer for the modeling inaccuracy belonging
to c = 3: the state estimation error (top), and tracking error (bottom) [black line for x1, and blue line for
x2] versus time in [s] units [A. 10]

The adaptive version was able to realize the control till c = 6 (Fig. 5.39). The differences between
the adaptive and non-adaptive control signals for c = 3 and c = 6 are given in Fig. 5.40. In Fig. 5.41 the
control signals are described. It is worthy of note that the relative differences are small. However, if the
fact is taken into account that the integral of the control signal is accumulated in time the significance
of this little difference can well be understood [A. 10].
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Figure 5.39: The operation of the adaptive Luenberger observer for the modeling inaccuracy belonging
to c = 6: the state estimation error (top), and tracking error (bottom) [black line for x1, and blue line for
x2] versus time in [s] units [A. 10]
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Figure 5.40: The difference between the non-adaptive (black line) and adaptive (blue line) control signals
for c = 3 (top), and c = 6 (bottom) versus time in [s] units [A. 10]

77



Further development and novel applications of the Robust Fixed Point Transformation-based adaptive
control

Figure 5.41: The non-adaptive (black line) and adaptive (blue line) control signals for c = 3 (top), and
c = 6 (bottom) versus time in [s] units [A. 10]
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CHAPTER 6
NOVEL APPLICATIONS OF THE FIXED POINT TRANSFORMATION

BASED ADAPTIVE CONTROLLERS

6.1 Applications in control of the small airplanemotion and airplane
components

6.1.1 Adaptive control of aeroelastic wing component

The schematic picture of the aeroelastic wing model is given Fig. 6.1 while its equations of motion
are defined in Eq. 6.1 citePrime:2010. The parameters of the wing can be completed with that of the
actuator system that results in certain “effective” values given in the following list: mh = 6.516[kg],
mα = 6.7[kg], mβ = 0.537[kg] masses, xα = 0.21 (non-dimensional), xβ = 0.233[m] distance values,
rβ = 0[m], a = 0.673 non-dimensional distance from the mid-chord to the elastic axis, b = 0.1905[m]
semi-chord of the wing, Iα = 0.126[kg ×m2], Iβ = 105[kg ×m2], ch = 27.43[N ×m × s/rad] the plunge
structural damping coefficient, cα = 0.215[N × m × s/rad] the pitch structural damping coefficient,
cβservo = 4.182×104[N ×m×s/rad] trailing-edge structural damping coefficient, kh = 2844[N/m] plunge
structural spring constant, kβservo = 7.6608 × 10−3[N ×m/rad] spring constant, = 1.225[kg/m3] air
density, Clα = 6.757 the aerofoil coefficient of lift about the elastic axis, Cmαef f = 1.17, Clβ = 3.774,
Cmβef f = 2.1, aerofoil moment coefficients, S = 0.5945[m], and U = 14.1[m/s] free stream velocity.
The kα(α) function describes some nonlinearity in the elastic deformation of the wing and it is given as
kα(α) = 25.55103.19α +543.24α2 [A. 12].
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Figure 1: Schematic picture of the aeroelastic wing model (taken from [1])  

                                     (1) 

This means a serious challenge in control engineering the history of which till the beginning of the 
21st century is well overviewed in [3], normally considering 2 or 3 DoF approximations. 

In [4] a state space representation with linear feedback determined by pole the placement 
technique was applied in the early eighties of the past century. The application of more sophisticated 
linear techniques can be found from the nineties e.g. in [5], [6], and [7]. Via application of Tensor 
Product Modeling Technique in combination with the Higher Order Singular Value Decomposition 
linear matrix inequalities can be obtained for controller design that opens possibilities for making 
good controllers in the possession of the precise model of the system to be controlled (e.g. [8], [9], 
and [1]). This technique can be applied not only for Linear Parameter Varying (LPV), but also is 
useful for quasi Linear Parameter Varying (qLPV) systems.  

Significantly different problem class is the control of physical systems lacking precise available 
models. Besides the usual problem of the presence of errors in parameter estimations as e.g. in tyre 
friction models [10 12], for instance the dynamic model of freeway traffic also has ambiguous form 
depending on the use of finite element approximations of the gradients in the space coordinate (e.g. 
forward, backward or central differences) [13 15]. In this case the classical adaptive, parameter 
tuning controllers that are designed by the use of  [16], [17] cannot be 
applied. An alternative design approach that concentrates rater on the primary design intent instead 
of global stability was introduced in [18] that by the use of Robust F ixed Point Transformations 
(RFPT)  generates an iterative learning sequence that under certain conditions converges to the 
solution of the control problem. It was successfully applied for the adaptive control of freeway 

cannot be fully observed [20].  
On the basis of these preliminaries in the present paper we investigate the applicability of the 

RFPT-based iterative adaptive controller for the control of the ection of the 
underactuated 3 DoF aeroelastic wing model. In the next section a brief overview of the RFPT-
based iterative adaptive learning control is given then simulations are considered. 

 

Figure 6.1: Schematic picture of the aeroelastic wing model (taken from [74])

(6.1)

For the development of a realistic controller we cannot use the exact structure of Eq. 6.1 with
approximate parameters, since we cannot assume that besides d2β/dt2 the other accelerations as
d2h/dt2 and d2α/dt2 are also measurable since due to the (3,1) and (3,2) elements of the inertia matrix
(the multiplier of d2q/dt2 in Eq. 6.1) their contribution appears in u. It may be a more realistic assump-
tion that no any measurable information we have on h and α but we have information only on β,dβ/dt,
and d2β/dt2 . This situation can simply be modeled if instead of Eq. 6.1 we use the even more rough
approximation of the model as given in Eq. 6.2 [A. 11].

(6.2)

Formally the equations is the same, both for adaptive and MRAC cases, but the containing elements
are different. In adaptive case the parameters IβApprox = 0.8×Iβ , cβservoApprox = 0.8×cβservo, kβservoApprox =
kβservo was chosen. In MRAC case IβRef = 2Iβ , cβservoRef = 1.1cβservo,andkβservoRef = kβservo was cho-
sen.

The simulation parameters in adaptive case was: P = 1000[1/s2], I = 200[1/s3] and D = 0 were
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chosen with B = 1,K = 106 , and A = 1.25 × 106. The simulation parameters in MRAC case was:
P = 1000[1/s2], I = 200[1/s3] and D = 0 were chosen with B = 1,K = 106 , and A = 5× 107

6.1.1.1 Simulation results

The RFPT case:

Figure 6.2: Trajectory tracking of a simple PI-type (proportional, integral feedback controller) without
adaptation (LHS) and with RFPT-based iterative adaptive improvement (RHS): the nominal trajectories
(upper charts), the simulated trajectories (middle charts), and the tracking error (lower charts) versus
time in [s] [A. 11]

Figure 6.3: The second time-derivatives of a simple PI-type (proportional, integral feedback controller)
without adaptation (LHS) and with RFPT-based iterative adaptive improvement (RHS): the desired val-
ues (upper charts), the adaptively deformed “required” values (middle charts), and the simulated values
(lower charts) versus time in [s] [A. 11]
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Figure 6.4: The control action versus time in [s] for a simple PI-type (proportional feedback controller)
without adaptation (LHS) and with RFPT-based iterative adaptive improvement (RHS) [A. 11]

Figure 6.5: Trajectory tracking of a simple P-type (proportional feedback controller) without adaptation
(LHS) and with RFPT-based iterative adaptive improvement (RHS) when it has information only on β
: the nominal trajectories (upper charts), the simulated trajectories (middle charts), and the tracking
error (lower charts) versus time in [s] [A. 11]

Figure 6.6: The control action versus time in [s] for a simple P-type (proportional feedback controller)
without adaptation (LHS) and with RFPT-based iterative adaptive improvement (RHS) when it has in-
formation only on β [A. 11]

The appropriate simulation results are given in Figs. 6.2-6.4. In general it is expected that the
small integrating contribution of the PI-type controllers well reduces the steady-state errors. In the
non-adaptive version the tracking errors shows considerable fluctuation, however, in the adaptive ver-
sion it can be observed that the swinging is better reduced and damped as in the non-adaptive version,
furthermore, the center of swinging in the tracking error signal is shifted to zero while it remains in the
negative region in the non-adaptive case [A. 11].

Figures 6.5 and 6.6 belong to the results of the P-type controller with the control parameters P =
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1000[1/s2], I = 0 and D = 0, B = 1, K = 106 , and A = 1.25× 106 . It can well be seen that by dropping
the integrated feedback no very significant differences occur, but in both cases the prescribed adaptive
controller successfully reduced the swinging of β(t) around βNom(t) [A. 11].

The MRAC case:

Figure 6.7: Trajectory tracking of a PI-type (proportional, and integral feedback controller) without adap-
tation (LHS) and with RFPT-based MRAC adaptive improvement (RHS): the nominal trajectories (upper
charts), the simulated trajectories (middle charts), and the tracking error (lower charts) versus time in
[s] [A. 12]

Figure 6.8: The control signals versus time in [s] of a PI-type (proportional, and integral feedback
controller) without adaptation (LHS) and with RFPT-based MRAC adaptive improvement (RHS) (upper
charts), and zoomed excerpts (lower charts) [A. 12]
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Figure 6.9: The d2βNom(t)/dt2 (black line), d2βDes(t)/dt2 (green line), and d2β(t)/dt2 (simulated) (red
line) signals versus time in [s] of a PI-type (proportional, and integral feedback controller) without adap-
tation (LHS) and with RFPT-based MRAC adaptive improvement (RHS) [A. 12]

Figure 6.10: Trajectory tracking of a PID-type (proportional, integral, and derivative feedback controller)
without adaptation (LHS) and with RFPT-based MRAC adaptive improvement (RHS): the nominal tra-
jectories (upper charts), the simulated trajectories (middle charts), and the tracking error (lower charts)
versus time in [s] [A. 12]

Figure 6.11: The control signals versus time in [s] of a PID-type (proportional, integral, and deriva-
tive feedback controller) without adaptation (LHS) and with RFPT-based MRAC adaptive improvement
(RHS) (upper charts), and zoomed excerpts (lower charts) [A. 12]

84



Further development and novel applications of the Robust Fixed Point Transformation-based adaptive
control

Figure 6.12: The d2βNom(t)/dt2 (black line), d2βDes(t)/dt2 (green line), and d2β(t)/dt2 (simulated) (red
line) signals versus time in [s] of a PID-type (proportional, integral, and derivative feedback controller)
without adaptation (LHS) and with RFPT-based MRAC adaptive improvement (RHS) [A. 12]

Figure 6.7 well exemplifies that some swinging in β(t) around βN (t) can be observed in both the
adaptive and the non-adaptive cases, however, in the adaptive case this swinging is much better damped.
The non-adaptive case now is unstable. The excitation of the coupled dynamic degrees of freedom can
well be observed in the charts, too [A. 12].

To reveal the significance of adaptivity in Fig. 6.8 the control signals. In the non-adaptive case
uReq ≡ uDes therefore the black lines are exactly covered by the green ones, but in the adaptive solution
the recalculated red lines are in the close vicinity of the desired black lines and significantly differ from
the exerted green lines. This means that the dynamic illusion to be created by the MRAC controller
works well: on the basis of purely kinematical considerations and using the reference model the external
loop (before the adaptive deformation) calculates a control signal and obtains a realized response from
the controlled system that really corresponds to this control action. (It isworthy of note that the jumps
in the control signal are produced by the numerical integrator of SCILAB as it works with the time-grid
in the integration [A. 12].

Their appearance and positions depend on the numerical integrator chosen, and they never appear
if one applies “hand−made” Euler integration in a sequential program.) The precision of the MRAC
illusion is very well revealed by Fig. 6.9 that compares the d2βNom(t)/dt2,d2βDes(t)/dt2, and d2β(t)/dt2

(simulated) values. In the non-adaptive case very drastic PI-corrections are added to d2βNom(t)/dt2 that
is the realized motion is far less smooth than the nominal one. In the adaptive case the three different
lines are in each other’s close vicinity that means that only very little PI corrections were needed in the
kinematic error relaxation design [A. 12].

In the second set of simulations PID-type kinematic error relaxation was prescribed. It was observed
that the appearance of the derivative term required far smaller feedback gains for a stable control than
a simple PI-type relaxation. The error relaxation strategy (d/dt+Λ)3

∫
[βN (τ)−β(τ)]dτ = 0 was chosen

with τ = 15[1/s] andB = 1,K = 103 , andA = 2.5×104 adaptive control parameters. It can be seen in Fig.
6.10 that adding the derivative term considerably improves the operation of the non- adaptive controller,
and the adaptive improvement even better reduces the fluctuation of β(t) around βN (t). According to
Figs. 6.11 and 6.12 it can be stated that the MRAC illusion was almost perfect again [A. 12].

6.1.2 Control for a small airplane

6.1.2.1 The Linearized Small Airplane Model

The small model airplanes have relatively low velocity and fly with relatively small rotation speed. On
this reason their linearized model is widely used for simulation investigations. In [75] a detailed model
is given for MATLAB users. I the sequel this model will be used in SCILAB 5.4.0 and XCOS environment
for simulations [A. 13].

The linearized model consists of two independent, not coupled subsystems both having the canon-
ical form of LTI models as ẋ = Ax+Buc with state variable x, state matrixA, control matrix B, and control
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signal uc. In the longitudinal subsystem the state variables are the velocities of the airplane with respect
to the orientation of the frame rigidly attached to the airplane u,w, the rotational velocity q, the height of
flight h, the Euler angle of the rotational pose θ, and the rotational speed of the propeller Ω with control
signals elevator and throttle [A. 13]:

State vector: x = [u w q theta h Omega]
Input vector: uc = [elevator throttle]
State matrix: A =
-0.2197 +0.6002 -1.4882 -9.7967 -0.5820 -4.1204
22.4024 -0.6461 +0.4823 -4.5284 -4.7512 +0.0000
+0.0000 +0.0000 +1.0000 +0.0000 +0.0658 -0.9978
+0.0000 22.9997 32.1012 2.1170 +0.0000 +0.0000
-0.0001 +0.0009 +0.0000 +0.0000 +0.0000 -0.0295
+0.0108 +0.0000 -0.0084 +0.0000 +0.0000 -2.7813
Control matrix: B =
+00.3246 0
-02.1520 0
-29.8216 0
+00.0000 0
+00.0000 0
+00.0000 448.5357

The lateral subsystem’s state variables contain the third velocity component v, two rotational velocity
components p, and r , and the remaining two Euler angles ϕ, and ψ, and the control signals as aileron
and rudder as follows [A. 13]:

State vector: x = [v p r phi psi]
Input vector: uc = [aileron rudder]
State matrix: A =
-0.6373 1.5135 -22.9498 +9.7967 +0
-4.1919 -20.6283 9.9282 0 0
0.6798 -2.6757 -1.0377 0 0
0 1.0000 0.0659 -0.0000 0
0 0 1.0022 -0.0000 0
Control matrix: B =
-1.2510 3.1931
-109.8373 1.9763
-4.3307 -20.1754
0 0
0 0

The observation matrices in both cases contain satisfactory number of linearly independent columns
therefore the responses of the subsystems, i.e. the ẋ time-derivatives are assumed to be observable,
i.e. our method based on the concept of the response function can be applied. It worths noting that
this system is strongly under-actuated since for 11 state variables we have only 4 control signals. It
can be also observed that the throttle signal has effect exceptionally on Ω̇ while u̇ depends on Ω and
elevator but ẇ does not depend on Ω. For steering the airplane the direct control of the velocity com-
ponents {u,w,v} is certainly important for a pilot, and a possible independently steered quantity can be
the rotational speed component r. By making the time-derivative of the 1st equation of the longitudinal
subsystem instead of Ω̇ the throttle signal can be introduced therefore by using the 2nd equation üDes ,
ẇDes can be prescribed that (according to the available imprecise model) makes it possible to deter-
mine the throttle signal and the time-derivative of the elevator signal. The rough model of the lateral
subsystem makes it possible to determine the aileron and rudder signals from v̇Des and ṙDes , too. The
adaptive deformation therefore can be applied for these four desired values while the actual ü, ẇ, v̇, and
ṙ values can be observed. The elevator signal can be integrated from an initial estimation according to
its time-derivative determined by the desired values. The simulation results displayed and discussed
in the next section are derived according to this approach [A. 13].
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6.1.2.2 Simulation Results

Two kinds of simulations were made for this system. In the 1st step the effects of the external pertur-
bations were investigated when the model parameters (denoted by the symbol ^) were set as follows:
Âlong = 0.8Along , Âlat = 0.8Alat , B̂long = 0.8Blong , B̂lat = 0.8Blat . In the 2nd one the simultaneous effects
of uneven parameter uncertainties as Âlong = 0.9Along , B̂long = Blong , and Âlat = 0.9Alat , B̂lat = Blat , and
the external perturbations were considered. According to the preliminary investigations in both cases
the longitudinal subsystem worked well with a fixed Aclong value. The Aclat value for the lateral subsys-
tem was tuned. In both cases a simple PID-type kinematic tracking was prescribed as is given in (6.3)
[A. 13]. (

Λ+ d
dt

)3 ∫ t
t0

(
uNom(τ)−u(τ)

)
dτ = 0(

Λ+ d
dt

)2 ∫ t
t0

(
wNom(τ)−w(τ)

)
dτ = 0(

Λ+ d
dt

)2 ∫ t
t0

(
vNom(τ)− v(τ)

)
dτ = 0(

Λ+ d
dt

)2 ∫ t
t0

(
rNom(τ)− r(τ)

)
dτ = 0

(6.3)

with Λ = 12/s.

6.1.2.3 The Effects of Even Parameter Errors and External Perturbations

In the control signal throttle considerable disturbance (Fig. 6.13) was introduced to test the adaptive
version while the model parameters were exactly set. Due to the significant difference in the order of
magnitude of the two components of the controlled quantities (in both the longitudinal and the lateral
controlled variables) before applying (6.25) the smaller components were multiplied by a factor of 50.
Figure 6.14 reveals that for a simple PID and PI tracking strategy as the tracking error in u well mirrors
the disturbances. The results of the adaptive version with Bclong = 1, Kclong = −10

6, Aclong = 10−7,Bclat =
1, Kclat = −5 × 10

4, and varying Aclat are given in Figs. 6.15 and 6.16. The longitudinal tracking error
decreased more than an order of magnitude. The trajectories to be tracked are given in Fig. 6.17. The
control signals are given in Fig. 6.18 [A. 13].

Figure 6.13: The disturbance signal in the throttle control signal (time in [s] units) [A. 13]
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Figure 6.14: The tracking error in [m/s] of the longitudinal subsystem for the non-adaptive case (time
in [s] units, u: black, w: blue lines) [A. 13]

Figure 6.15: The tracking error in [m/s] of the longitudinal subsystem for the adaptive case (time in [s]
units, u: black, w: blue lines) [A. 13]

Figure 6.16: The tracking error in [m/s] and [rad/s] of the lateral subsystem for the adaptive case (time
in [s] units, v: black, r : blue lines) [A. 13]

Figure 6.17: The longitudinal (u: green, w: red lines) and lateral (v: green, r : red lines) tracking in [m/s]
and [rad/s] units for the adaptive case (time in [s] units) [A. 13]
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Figure 6.18: The control signals (elevator: black, throttle: blue, aileron: green, and rudder: red lines) and
lateral (v: green, r : red lines) for the adaptive case (time in [s] units) [A. 13]

The details of adaptation are revealed by Fig. 6.19. While the desired (black) and realized (purple)
values for ü are in each other’s vicinity, they considerably differ from the adaptively deformed (green)
values. For ẇ, in the lack of significant external disturbance these values are in each other’s close vicinity
(the blue, red, and ochre lines). Since no extra disturbance was introduced for the lateral subsystem, its
adaptation shows similar behavior (Fig. 6.20). Figure 6.21 reveals the presence of precursor oscillations
in strong correlation with the fast decrease in Aclat about 20, 60, and 80 [s] [A. 13].

Figure 6.19: The longitudinal adaptive deformation: desired (ü: black, ẇ: blue), the deformed signals
(for ü: green, ẇ: red), and the realized values (ü: purple, ẇ: ochre) (time in [s] units) [A. 13]

Figure 6.20: The lateral adaptive deformation: desired (v̇: black, ṙ : blue), the deformed signals (for v̇:
green, ṙ : red), and the realized values (v̇: purple, ṙ : ochre) (time in [s] units) [A. 13]
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Figure 6.21: The tuned parameter Aclat vs. time in [s] units [A. 13]

6.1.2.4 The Effects of Uneven Modeling Errors and External Perturbations

In this case the same external perturbations in the throttle signal were considered as in the previous
investigations but the control parameters were set as follows: Λ = 6/s, Aclong = 10−8, Kclong = −107,
Bclong = 1, Aclat = 10−7, Kclat = −5 × 10

4, Bclat = 1. The results are shown in Figs. 6.22, 6.23, 6.24, 6.25,
6.26, and 6.27 [A. 13].

Figure 6.22: The tracking error in [m/s] of the longitudinal subsystem for the adaptive case (time in [s]
units, u: black, w: blue lines) [A. 13]

Figure 6.23: The tracking error in [m/s] and [rad/s] of the lateral subsystem for the adaptive case (time
in [s] units, v: black, r : blue lines) [A. 13]
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Figure 6.24: The control signals (elevator: black, throttle: blue, aileron: green, and rudder: red lines) and
lateral (v: green, r : red lines) for the adaptive case (time in [s] units) [A. 13]

Figure 6.25: The longitudinal adaptive deformation: desired (ü: black, ẇ: blue), the deformed signals
(for ü: green, ẇ: red), and the realized values (ü: purple, ẇ: ochre) (time in [s] units) [A. 13]

Figure 6.26: The lateral adaptive deformation: desired (v̇: black, ṙ : blue), the deformed signals (for v̇:
green, ṙ : red), and the realized values (v̇: purple, ṙ : ochre) (time in [s] units) [A. 13]
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Figure 6.27: The tuned parameter Aclat vs. time in [s] units [A. 13]

It can well be seen that the controller worked similarly as in the first case considered. Due to the uneven
parameter errors the deformed ẇ (red line) signal in Fig. 6.25 also very significantly was modified [A.
13].

6.2 Novel application for order reduction in the control of a WMR

6.2.1 The Kinematic Model

The kinematic model was taken from [76]. Assuming that no skidding occurs the (x,y,θ) coordinates
of the frame fixed on the road, i.e. the time-derivatives of the position of the center of the cart on the
(x,y) plane with Cartesian coordinates and that of its rotational orientation θ are unique functions of
the rotational velocities of the wheel axles as [A. 14]

ẋ = r
2 (q̇r + q̇l)cos(θ),

ẏ = r
2 (q̇r + q̇l) sin(θ),

θ̇ = r
2D (q̇r − q̇l) ,

(6.4)

in which r = 0.1m denotes the radii of the wheels,D = 1mmeans the distances between the wheels and
the center of the cart that is assumed to be on the line connection the centers of the wheels, and qr and
ql denote the rotation angles of the wheels at the right and the left sides of the cart, respectively. (This
system is a non-holonomic device in which the pair of variables (qr ,ql) cannot be used as generalized
coordinates of the mechanical system.) Via further derivation of (6.4) the acceleration data can be
obtained that are utilized in the dynamic model of the system [A. 14]:

ẍ = r
2 (q̈r + q̈l)cos(θ)−

r
2 (q̇r + q̇l) sin(θ)θ̇,

ÿ = r
2 (q̈r + q̈l)sin(θ) +

r
2 (q̇r + q̇l)cos(θ)θ̇,

θ̈ = r
2D (q̈r − q̈l)

(6.5)

6.2.2 Kinematically Formulated Desired Trajectory Tracking for the Given Kine-
matic Constraints

Assume that the user of the cart should like to kinematically prescribe the trajectory tracking error re-
laxation by the formula (Λ + d

dt )
3
∫ t
t0

(
XN (ξ)−X(ξ)

)
dξ ≡ 0 (Λ > 0, XN (t) is the nominal trajectory to
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be tracked, while X(t)
def
= (x,y,θ) is the actual one). This prescription leads to the desired 2nd time-

derivative that corresponds to a PID-type control as [A. 14]

ẌDes
def
= ẌN +Λ3

∫ t
t0

[
XN (ξ)−X(ξ)

]
dξ

+3Λ2
[
XN (t)−X(t)

]
+3Λ

[
ẊN (t)− Ẋ(t)

] (6.6)

resulting exponential error-relaxation for Λ > 0. Due to the fact that for the three quantities to be con-
trolled, i.e. for x, y , and θ we have only two control actions as Tr and Tl , (6.6) cannot be realized. Some
compromise has to be introduced that somehow distributes the tracking error over these quantities.
For this purpose a very simple approach was applied in this paper: in each control cycle the quadratic
error [A. 14]

Φ(q̈Desr , q̈Desl )
def
=

=
(
ẍDes − ẍ

)2
+
(
ÿDes − ÿ

)2
+κ

(
θ̈Des − θ̈

)2
in which
κ > 0,

ẍ = ẍ(qr ,ql , q̇r , q̇l , q̈Desr , q̈Desl ),
ÿ = ÿ(qr ,ql , q̇r , q̇l , q̈Desr , q̈Desl ), and
θ̈ = θ̈(qr ,ql , q̇r , q̇l , q̈Desr , q̈Desl )

(6.7)

was minimized according to the variables (q̈Desr , q̈Desl ). In this manner the appearance of complicated
Riccati equations that are typical in optimal control was simply evaded. By the use of the kinematic
equations (6.34) led to the inversion of a simple IR2 matrix that was solved “by hand”. In the use of the
dynamic model the kinematically realizable (q̈Desr , q̈Desl ) quantities were taken into consideration [A. 14].

6.2.3 The Dynamic Model of the Cart

The dynamic model can directly be deduced from the laws of Classical Mechanics: the acceleration of
the mass center point of the cart with respect to the inertial road-system is proportional to the inertia
of the whole system, M = 20kg , and its acceleration. The angular acceleration of the rotation around
the mass center point multiplied by the momentum of the system I = 10kg ·m2 must yield the rotary
torque. (It was assumed that M and I cannot be exactly known if the cart carries some work-load.
In the simulations their approximate counterparts M̂ = 25kg , and Î = 15kg ·m2 were used for the
calculation of the control forces and the exact values we applied for the calculation of the motion of
the cart.) Regarding the scaling rules for the motor-wheel axles, if a wheel of radius r [m] exerts the
torque T [N ·m] the contact force at the road must be F = T

r [N ], that with the arm length D [m] exerts
FD = TD

r [N ·m] torque that rotates around the mass center point. Therefore it can be written that [A.
14]

Iθ̈ = Ir
2D (q̈r − q̈l) = D

r (Tr − Tl),

M

(
ẍ

ÿ

)
=

(
cos(θ)
sin(θ)

)
Tr+Tl
r .

(6.8)

Via making the scalar product of the 2nd equation in (6.35) with (cos(θ),sin(θ))T and utilizing (6.5) it is
easy to obtain that [A. 14]

Mr2
2 (q̈r + q̈l) = Tr + Tl ,
Ir2

2D2 (q̈r − q̈l) = Tr − Tl
(6.9)

from which it is easy to determine the necessary torques for a given pair (q̈r , q̈l) [A. 14].
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6.2.4 The Model of The DC Motors

In this case it is assumed that the rotary axles of the DC motors are rigidly connected to that of the
wheels by the gear reduction ratio ν = 0.1 as qMotrl = qrl

ν , q̇Motrl = q̇rl
ν , and q̈Motrl = q̈rl

ν (the rotational speed
of the motor axles is higher than that of the wheels). Due to the conservation of the energy (in this
case the mechanical wok in the coupling cog-wheels also determines the scaling rule for the torques as
follows: the δφ1 rotation of the axle of radius r1 causes the displacement δs = r1δφ1 at the connecting
cogs. The same displacement has to be done by the cog of the other wheel as δs = r2δφ2. If the contact
force F1 and its reaction force F2 = −F1 in absolute value has to make the same mechanical work as
transmitted energy, i.e. |F1|r1δφ1 = |F2|r2δφ2 in which the torques T1

def
= |F1|r1 and T2

def
= |F2|r2 can be

recognized. Therefore δφ1
δφ2

= r2
r1

def
= ν , and T1

T2
= δφ2
δφ1

= 1
ν can be written. By the use of the wheel axles in

the motor model taken from [77] it can be written that [A. 14]

νq̈rl =
Qerl+

Qextrl
ν −bνq̇rl
Θ

,

Q̇erl =
−RQerl−K

2νq̇rl+KUrl
L

(6.10)

where identical motors were assumed at the LHS and RHS with the variables and parameters as follows
[A. 14]:

• Qe [N ·m] is the torque of electromagnetic origin exerted on the motor’s axle (it is proportional to
the motor current),

• Qext [N ·m] is the torque of external origin acting on the wheel’s axle, i.e. Qextrl = Trl in (6.9),

• R = 1[Ω] is the Ohmic resistance of the motor’s coil system,

• L = 0.5[H] is its inductivity,

• Θ = 0.01[kg ·m2] denotes the momentum of the rotary part of the motor,

• b = 0.1[N ·m · s/rad] describes the viscous friction of the motor’s axle,

• K = 0.01 is the motor’s torque coefficient, and

• U [V ] denotes the motor control voltage.

It is evident from (6.36) that an abrupt variation in U causes an abrupt variation only in Q̇e therefore
instead of Qe only Q̇e can directly be controlled by U . The “orthodox” way for developing a precise
control would require the calculation of the time-derivative of the first equation in (6.36), in which

...
q

could be directly related toU through the 2nd equation. That is the precise control should be developed
for

...
q , and therefore for Ṫrl instead of Trl that directly can be calculated from the mechanical model in

(6.9) [A. 14].
Instead following the “orthodox way” in this paper we develop an RFPT-based adaptive design for a

2nd order control as it is expounded in the next section [A. 14].

6.2.5 The RFPT-Based Design for Order Reduced Adaptive Controller

If we wish to avoid the development of a 3rd order control we have to apply some order reduction
technique. In the realm of the “Linear Time-Invariant (LTI)” systems that can be described in the frequency
domain by fractional polynomial expressions as “Transfer Functions” the Padé approximation theory [48]
can widely be used for order reduction even in the case of fractional order systems of long memory
(e.g. [78]). However, in the case of nonlinear systems alternative approaches have to be chosen [A. 14].
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To avoid 3rd order control the RFPT-based order reduction can be formulated as follows: if q̇ would
be constant the 2nd equation of the group (6.36) could describe a stable linear system that exponentially
could trace the abrupt jumps in U . If the electromagnetic components could work considerably faster
than the mechanical ones group (6.36) could be used for designing abrupt changes in Url to realize
q̈Desrl in the control cycles. However, this is only an approximation. The role of the RFPT-based adaptive
design consist in correcting this preliminary design together with the effects of the modeling errors and
unknown external disturbances. In this approach q̈Desrl is computed from (6.9), but instead of the “exact
model” the same equations with the approximate model parameters can be used. By the use of the first
equation of the group (6.36) Qe

Des

rl is calculated for q̈Desrl . Assuming that Q̇erl ≈ 0 for a given constant q̇rl
the stabilized value of the necessary UDes

rl is estimated from the 2nd equation as [A. 14]

UDes
rl

def
=
R
K
Qe

Des

rl +Kνq̇rl . (6.11)

The adaptivity is introduced in the above outlined argumentation when the q̈Des
def
= (q̈Desr , q̈Desl )T ∈ IR2

value is replaced by its adaptively deformed counterpart for control cycle (n+1) as [A. 14]

IR2 ∋ en
def
= q̈n−q̈Desn+1
∥q̈n−q̈Desn+1∥

,

B̃
def
= Bcσ

(
Ac∥q̈n − q̈Desn+1∥

)
,

q̈
Req
n+1

def
= (1+ B̃)q̈Reqn + B̃Kcen

(6.12)

in which Ac , Bc , and Kc are adaptive control parameters, IR2 ∋ q̈n is the observed response at cycle n,
and the function σ (x) is defined as follows [A. 14]:

σ (x)
def
=

x
1+ |x|

. (6.13)

Evidently, if q̈n = q̈Desn+1 i.e. when we found the appropriate deformation, q̈Reqn+1 = q̈
Req
n , that is the solution

of the control task is the fixed point of the mapping defined in (6.12). For convergence this mapping
must be made contractive. For this purpose normally Bc = ±1, a very big |Kc |, and an appropriately small
Ac > 0 value has to be chosen (for the details see e.g. [28], and [A. 6]). In this paper this issue will not
be considered in details. In the sequel simulation results will be presented [A. 14].

6.2.6 Simulation Results

The simulations were made by using the software SCILAB 5.4.1 for LINUX and its graphical tool called
XCOS. These softwares can be down-loaded from the Web [79]. They were developed for the needs
of higher education in France [80]. It also is a useful for solving optimization problems by providing
interfaces to other, freely usable, very efficient softwares [81]. It offers various numerical integrators
for Ordinary Differential Equations. In the simulations we used the “Livermore Solver for solving Ordinary
Differential Equations”, an option abbreviated as “LSodar” that applies an automatic switching for stiff
and non-stiff problems. It also uses variable step size and combines the “(Backward Differentiation
Formula (BDF)” and “Adams” integration methods. The stiffness detection is done by step size attempts
in both cases. In (6.12) the element called continuous time delay was used to utilize the “past values” in
the iteration. Normally the necessary time-delay depends on the dynamics of the motion to be tracked
and it also directly influences the available tracking precision. The discrete time-resolution (i.e. the
cycle-time of the controller) was δt = 10−3 s [A. 14].

To achieve useful results the allowable step-size was limited to 10−2 in the simulations by setting
the solver. One of the advantages of the RFPT-based methods is that they can work with relatively
small Λ values. In our case Λ = 1s−1 and Λ = 0.5s−1 values were applied in (6.6).The adaptive control
parameters were set as Bc = −1, Kc = 108, and Ac = 5× 10−9, and no tuning for Ac was necessary. To
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check the abilities of the controller a “slalom”-type nominal trajectory was chosen with an appropriate
orientation θN that corresponded to that of the actual tangent of the trajectory [A. 14].

In Figs. 6.28 and 6.29 the results for the trajectory tracking can be seen for Λ = 0.5s−1 and Λ =
1s−1 values in (6.6). The nominal trajectory intentionally contained relatively sharp turns that are more
appropriate to test the control method than the relatively smooth ones. As it was expected greater
Λ caused “tighter”, i.e. more precise tracking. The slow relaxation of the orientation error is quite
illustrative. According to Fig. 6.30 that describes the rotary speeds of the wheels it is evident that
significant differences between the values belonging to the greater and lesser Λ parameters are only
in the initial transient phase. The appropriate control voltages are described in Fig. 6.31. It is well
shown that following a hectic transient initial section the voltages vary quite “smoothly” depending on
the needs of the nominal trajectory and the system’s dynamics. As it could be expected, for greater Λ
greater initial fluctuations pertain [A. 14].

Figure 6.28: Tracking of the trajectory in the (x,y) plane for Λ = 0.5s−1 (upper chart) and Λ = 1s−1

(lower chart) [The nominal trajectory: black line, the simulated one: blue line] [A. 14]
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Figure 6.29: Tracking of the trajectory for the orientation θ for Λ = 0.5s−1 (upper chart) and Λ = 1s−1

(lower chart) [The nominal trajectory: green line, the simulated one: ocher line, time in [s] units in the
horizontal axes] [A. 14]

Figure 6.30: The rotary speed of the wheels for Λ = 0.5s−1 (upper chart) and Λ = 1s−1 (lower chart) [q̇r :
black line, q̇l : blue line, time in [s] units in the horizontal axes] [A. 14]
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Figure 6.31: The control voltages versus time in [s] units for Λ = 0.5s−1 (upper chart) and Λ = 1s−1

(lower chart) [Ur : black line, Ul : blue line] [A. 14]

To reveal the operation of the adaptive controller Figs. 6.32, 6.33, and 6.34 describe the kinematically
calculated “Desired”, the adaptively deformed “Required”, and the simulated “Realized” values for q̈rl . It
is clearly visible that the extent of the adaptive deformation is quite significant, i.e. the “Desired” and
the “Required” values are quite different, but the “Desired” values are precisely approximated by the
“Realized” ones [A. 14].

Figure 6.32: The “Desired” and the adaptively deformed “Required” second time-derivatives of the
wheels’ axles versus time in [s] units for Λ = 0.5s−1 (upper chart) and Λ = 1s−1 (lower chart) [q̈Desr :
black line, q̈Reqr : purple line, q̈Desl : blue line, q̈Reql : ocher line] [A. 14]
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Figure 6.33: The “Desired” and the simulated “Real” second time-derivatives of the wheels’ axles versus
time in [s] units for Λ = 0.5s−1 (upper chart) and Λ = 1s−1 (lower chart) [q̈Desr : black line, q̈Realr : green
line, q̈Desl : blue line, q̈Reall : red line] [A. 14]

Figure 6.34: The “Desired” and the simulated “Real” second time-derivatives of the wheels’ axles versus
time in [s] units for Λ = 1s−1 [q̈Desr : black line, q̈Realr : green line, q̈Desl : blue line, q̈Reall : red line, zoomed
excerpts] [A. 14]

6.3 Adaptive control for 4th order dynamic systems.

6.3.1 Dynamically coupled SISO systems

6.3.1.1 The Model of the 4th Order System

Consider two mass pointsm1 andm2 so coupled by a nonlinear spring that directly no any control force
can be exerted on m1. This mass-point can be “actuated” by the force of a spring that connects these
mass points as m1q̈1 = F1 (q1, q̇1)+Fspr (q1 − q2). The 2nd mass point has similar equation of motion as
m2q̈2 = F2 (q2, q̇2) − Fspr (q1 − q2) + Fctrl in which near the reaction force of the interaction between the
masses the directly applicable control force Fctrl appears. If we wish to use Fctrl for directly controlling
q1 we have to differentiate the first equation two times by the time to make Fctrl directly appear in q̈2,
therefore it directly appears in q(4)1 as a control agent. This simple explanation highlights why we believe
that controlling a Classical Mechanical system through some deformable component leads to 4th order
differential equations as equations of motion. In the simulation examples considered in this paper we
used the exact system model as [A. 15]
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q(4) =
(
−a3q(3) − a2q̈ − a1q̇ − a0q+Fctrl

)
/m (6.14)

while the approximate inverse model was represented by the parameters

Fctrl = m̃q
(4) + ã3q

(3) + ã2q̈+ ã1q̇+ ã0q (6.15)

with Ωmod = 2/s, ã0 = Ω4
mod , ã1 = 4Ω3

mod , ã2 = 6Ω2
mod , ã3 = 4Ωmod , m̃ = 3, Ω = 1, a0 = Ω4, a1 = 4Ω3,

a2 = 6Ω2, a3 = 4Ω, and m = 1 [A. 15].

6.3.1.2 Simulation Problems in the Numerical Computation of Higher Order Derivatives

For simulation purposes we used the freely available software SCILAB 5.4 for Linux and its XCOS co-
simulator. In the first experiment we calculated the first 4 time-derivatives of a sinusoidal signal genera-
tor of amplitude 1 and circular frequencyω = 2/s by chaining 4 numerical derivators of XCOS. According
to the analytical rules of differentiation signals of amplitude 2, 4, 8, and 16 were expected in the 1st , 2nd ,
3dr , and 4th derivatives, respectively. The result displayed in Fig. 6.35 do not reveal any problem [A. 15].

Figure 6.35: The results provided by SCILAB’s chained built-in differentiators for the signal of a sinu-
soidal signal generator (q(0): black, q(1): blue, q(2): green, q(3):red, and q(4): magenta lines) [A. 15]

However, the situation drastically changes when this smooth signal is numerically integrated and after
that is differentiated by the same chained structure. The result obtained drastically depends on the
type of numerical integration chosen. In Fig. 6.36 the “ADAMS-FUNCTIONAL” option was chosen with
arbitrary (i.e. to be automatically determined by the integrator) option, while Fig. 6.37 reveals the results
obtained by the “ADAMS-NEWTON” option [A. 15].
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Figure 6.36: The results provided by SCILAB’s chained built-in differentiators for the integrated signal of
a sinusoidal signal generator using the “ADAMS-FUNCTIONAL” option (q(0): black, q(1): blue, q(2): green,
q(3): red, and q(4): magenta lines) [A. 15]

Figure 6.37: The results provided by SCILAB’s chained built-in differentiators for the integrated signal
of a sinusoidal signal generator using the “ADAMS-NEWTON” option (q(0): black, q(1): blue, q(2): green,
q(3): red, and q(4): magenta lines) [A. 15]

Similar problems were observed for all the other implemented numerical integration methods. These
observations revealed that SCILAB’s own derivators cannot be used in a chained manner for our purposes.
To solve this problem a simple polynomial differentiator was developed as follows [A. 15].

6.3.1.3 Polynomial Estimator for Higher Order Derivatives

The basic idea of the numerical differentiator is that in the case of a moving average over a fixed window
size a zero order polynomial is fitted: the mean value is assumed to be that of the constant function while
any deviation from the mean value is interpreted as noise or measurement error. For the approximation
of trends the simplest approach is fitting the parameters of an affine function that corresponds to a 1st

order polynomial. In this approach the information to be obtained is the mean value and the trend of
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variation around this mean value, i.e. the coefficients of the fitted 1st order polynomial. All higher order
variation is considered to be some noise or measurement error [A. 15].

By following this practice, if we wish to estimate the nth order derivative of a function we can fit an
order n polynomial to this function within a moving window of fixed length. Since order n+1 derivative
of this polynomial is zero, it means that any higher order variation is considered to be some noise or
measurement error that must be dropped. The fitted polynomial can be evaluated at the latest point of
the window and we obtain simultaneous estimations for the {0,1, . . . ,n} order derivatives [A. 15].

Regarding the realization of the idea we need invertible (well conditioned) matrices in the polynomial
fitting process. If the function values to be fitted can be taken over the time-grid {t−2NP∆t, t+(−2NP +
1)∆t, . . . , t} (altogether 2NP +1 grid points), this grid can be mapped to the grid of integers as {−NP ,−NP +
1, . . . ,NP } as the window of fitting varies (moves) in time. With the continuous variable ξ it can be written
that z :=NP − ξ and [A. 15]

f (t −∆tξ) = g(z(ξ)) ≈
∑4
s=0 csz

s, dfdξ = dg
dz

dz
dξ ,

−f ′(t −∆tξ)∆t = −dgdz ,
⇒ f ′(t −∆tξ) = 1

∆t
dg(z)
dz |z=NP −ξ

(6.16)

in which dg
dz =

∑4
s=0 scsz

(s−1) can be written for the first derivative, etc. This estimation can evidently be
used only if the variation of f (n) is not significant in the interval [t−2NP∆t, t]. For maintaining the initial
philosophy the derivatives can be estimated in the center of the interval, i.e. for ξ = NP , i.e. z = 0. By
the use of this idea the counterparts of Figs. 6.36 and 6.37 are give in Figs. 6.38 and 6.39. The time-
resolution of the numerical derivation was 1ms, and 17 grid points were taken into consideration in the
numerical differentiation [A. 15].

Figure 6.38: The results provided by the polynomial differentiators for the integrated signal of a sinu-
soidal signal generator using the “ADAMS-FUNCTIONAL” option (q(0): black, q(1): blue, q(2): green, q(3):
red, and q(4): magenta lines) [A. 15]
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Figure 6.39: The results provided by the polynomial differentiators for the integrated signal of a sinu-
soidal signal generator using the “ADAMS-NEWTON” option (q(0): black, q(1): blue, q(2): green, q(3): red,
and q(4): magenta lines) [A. 15]

The results reveal that the polynomial 4th order differentiator yielded much better results than the
chained own differentiators of SCILAB. Similar results were obtained for each integrator option avail-
able in SCILAB 4.1 for Linux. In the possession of these promising results it made sense to check the
operation of the RFPT-based adaptive controller for the control 4th order system defined in Section
6.3.1.1 [A. 15].

6.3.1.4 The RFPT-based Adaptive Control of the 4th Order System

The RFP-based approach always is started with a purely kinematic prescription for the relaxation track-
ing error. The aim of the adaptive dynamic controller is the realization of this tracking policy. In the
simulation examples considered this tracking policy resulted in the desired 4th time-derivative [A. 15]

q(4)
Des

= q(4)
Nom

+ aΛ3
e(3) + aΛ2

e(2)+
aΛ1

ė+ aΛ0
e+ aΛint

∫ t
0 e(ξ)dξ

(6.17)

in which e(t) := qNom(t) − q(t), aΛ3
= 5Λ, aΛ2

= 10Λ2, aΛ1
= 10Λ3, aΛ0

= 5Λ4, and aΛint = Λ5 with
Λ = 10/s. The idea behind (6.17) was achieving an exponential relaxation for the integrated error as(
Λ+ d

dt

)5 ∫ t
0 e(ξ)dξ = 0. The adaptive control parameters were as follows: Bc = 1, Kc = −109, Ks =

3×104,Ac = 10−10, the cycle time was 1ms. For the numerical derivation a 9 points grid was applied. To
simulate the “common engineering practice” it was assumed that the directly observable quantity is q(t),
therefore the realized q(4) derivative was integrated by 4 chained numerical integrators, and this result
was differentiated 4 times by the polynomial differentiator. The trajectory tracking of the non-adaptive
and the adaptive controllers are compared in Fig. 6.40. Figure 6.41 reveals that the 4th derivative of the
nominal trajectory (black line) needed little kinematic correction as the desired value (ochre line) and
the realized value (green line) remained in their vicinity while the adaptively deformed value (red line)
was significantly different to them. This fact substantiate the effectiveness of the adaptive control [A.
15].
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Figure 6.40: The trajectory tracking of the non-adaptive (top) and the adaptive (bottom) controllers
(qNom: black, q: green lines, qNom − q: green line), time in s units [A. 15]
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Figure 6.41: The nominal (black), simulated (green), adaptively deformed (red), and kinematically de-
sired (ochre) 4th time-derivatives vs. time in s units [A. 15]

6.3.2 Dynamically coupled MIMO systems

6.3.2.1 The Dynamic Model of the System to be Controlled

Assume that we have two mass-points of massesmx andmy in the locations x⃗ and y⃗. These points are
dynamically so coupled by a spring of L0 zero force length that the spring is able to exert force only in
its own direction, i.e. in the direction of the vector y⃗ − x⃗. The mass-point my can directly be accelerated
by the control force F⃗. Our aim is to control the motion of mx to track the nominal trajectory x⃗N (t). The
equations of motion of this system are:

mx
¨⃗x =mxg⃗ + h⃗ (x⃗, y⃗) + H⃗

(
x⃗, y⃗, ˙⃗x, ˙⃗y

)
my

¨⃗y =my g⃗ − h⃗ (x⃗, y⃗)− H⃗
(
x⃗, y⃗, ˙⃗x, ˙⃗y

)
+ F⃗,

(6.18)

where in the motion of the mass-points the “action-reaction principle” by Newton is taken into con-
sideration, g⃗ denotes the vector of the gravitational acceleration, and the contact force between the
mass-points is determined by the properties of the spring as

N (x⃗, y⃗) := ∥y⃗ − x⃗∥,
h⃗ := k y⃗−x⃗N (N −L0) ,

H⃗ := b y⃗−x⃗N
(y⃗−x⃗)T ( ˙⃗y− ˙⃗x)

N ,

(6.19)

in which k > 0 corresponds to a spring constant, b > 0 denotes a viscous friction coefficient, and the
symbolN refers to the Frobenius norm. Regarding the viscous friction it is assumed that it is restricted
in the direction of y⃗−x⃗ and its absolute value depends on the dilatation according to the factor (y⃗−x⃗)T ( ˙⃗y− ˙⃗x)

N .
It can be expected that the directional limitations of the force of the dynamic interaction between the
mass-points needs a particular control that will be detailed in the next section.

6.3.2.2 The Controller Based on the Exact Model

At first a precise model-based controller will be suggested, then an adaptive one using only an ap-
proximate model. Assume that the viscous friction forces are negligible. Let us purely kinematically
prescribe a tracking error relaxation for x⃗ as
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ζ⃗(t) :=
∫ t
0

(
x⃗N (ξ)− x⃗(ξ)

)
dξ(

Λ+ d
dt

)3
ζ⃗ = 0⇒

¨⃗xDes = ¨⃗xN +Λ3ζ⃗ +3Λ2
(
x⃗N (t)− x⃗(t)

)
+

3Λ
(
˙⃗xN (t)− ˙⃗x(t)

)
,

(6.20)

where ¨⃗xDes denotes a desired acceleration. In the possession of the model it is possible to design for
the nominal trajectory of x⃗ a nominal one for y⃗ so that the contact force y⃗− x⃗ can provide the force need
of mass-point x⃗

mx
(
¨⃗xDes − g⃗

)
= k

y⃗N − x⃗
N

(N −L0) (6.21)

where N = ∥y⃗N − x⃗∥ also depends on y⃗N . However, it is not difficult to explicitly determine y⃗N . The
equality of the vectors at the RHS and LHS of (6.21) assumes parallel vectors at the different sides. So
let us seek the solution in the form of c⃗ := ¨⃗xDes − g⃗ , y⃗N − x⃗ = αc⃗ in which α may be either positive or
negative. By multiplying both sides with c⃗T we obtain the equality of two scalar products as

mx∥c⃗∥2 = kα ∥c⃗∥
2

|α|∥c⃗∥ (|α|∥c⃗∥ −L0)⇒
mx = kα −

kL0
∥c⃗∥

α
|α| .

(6.22)

If α < 0 then α
|α| = −1. If α > 0 then α

|α| = 1. By the use of these hypotheses we can obtain a solution for
α as

α =
(
mx +

kL0
∥c⃗∥

)
1
k if α > 0,

α =
(
mx −

kL0
∥c⃗∥

)
1
k if α < 0 .

(6.23)

The sign of the solution is known due to physical reasons. To determine the appropriate sign the sign
of the quantity

(
mx −

kL0
∥c⃗∥

)
has to be computed.

For the “nominal trajectory” yN (t) a PID-type trajectory tracking that is faster than that in (6.20) can
be prescribed as

ζ⃗y(t) :=
∫ t
0

(
y⃗N (ξ)− y⃗(ξ)

)
dξ

¨⃗yDes = ¨⃗yN +Λ3
y ζ⃗ +3Λ2

y

(
y⃗N (t)− y⃗(t)

)
+

3Λy

(
˙⃗yN (t)− ˙⃗y(t)

) (6.24)

since according to (6.18) the instant value of ¨⃗y can directly be influenced by the force F⃗. For this purpose
¨⃗yDes can be substituted into the second equation of (6.18). This control is of approximate nature since
it is formally based on neglecting the effect of the viscous friction term H⃗ . If besides this approximation
the available parameter values are imprecise and adaptive controller is needed.

6.3.2.3 The Adaptive Controller based on the Approximate Model

Let us assume that the reality is described by the exact parameter values as mx = 3kg , my = 1kg ,
b = 0.1N · s/m, k = 100N/m, L0 = 1m and g⃗ = [0,0,−9.81]T m/s2. Let the available approximate model
parameters be m̂x = 2kg , m̂y = 1.5kg , b̂ = 0.1N · s/m, k̂ = 120N/m, L̂0 = 1.2m and ˆ⃗g = [0,0,−10]T m/s2.
The desired ¨⃗xDes can be computed from the variant of (6.21) in which instead of the exact parameters
the approximate ones are written. For this the error-relaxation (6.24) ca be prescribed that results in the
desired ¨⃗yDes. This value can be substituted into (6.18)(now containing the approximate parameters)
the necessary contact force F can be estimated.

It is important to note hat since ¨⃗yDes is derived from d2

dt2
¨⃗xDes , our system is a 4th relative order one.

Since the double differentiation of the solution originating from (6.23) is complicated enough, instead
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using analytical formulae we used a 4th order polynomial differentiator reported in [A. 15] for the cal-
culation of ¨⃗yN . The effects of the model imprecisions and other approximations can be compensated
by iterative learning outlined in e.g. [82] with δt = 10−3 and

h⃗ := f⃗ ( ¨⃗xn)− ¨⃗xDes, e⃗ := h⃗/ ∥⃗h∥,
σ (x) := x

1+|x| ,

B̃ = Bctrlσ (Actrl ∥⃗h∥)
¨⃗xn+1 = G⃗

(
¨⃗xn, f ( ¨⃗xn), ¨⃗x

Des
n+1

)
:=

(1 + B̃) ¨⃗xn + B̃Kctrl e⃗,

(6.25)

where the so-called “response function” f⃗ ( ¨⃗xn) := ¨⃗x(tn) contains the system’s response for the previous
control section, and Actrl , Bctrl , and Kctrl are the adaptive control parameters.

It is evident that if there exists a ¨⃗x⋆ control signal for which f⃗ ( ¨⃗x⋆) = ¨⃗xDes then ¨⃗x⋆ = G⃗
(
¨⃗x⋆ , f ( ¨⃗x⋆), ¨⃗xDes

)
,

i.e. ¨⃗x⋆ is a fixed point of the problem. The idea of “Fixed Point Transformations” originates from this ob-
servation. If the function G⃗

(
¨⃗xn, f ( ¨⃗xn), ¨⃗x

Des
n+1

)
is flat enough according to ¨⃗xn this iteration converges to its

fixed point. It is relatively easy to meet this condition: letBctrl = ±1, |Kctrl | ≫ | observable accelerations |,
and Actrl a small positive number. No parameter tuning was necessary in the case of the forthcoming
simulation results.

6.3.2.4 Simulation Results

The control parameters were set as follows: Λ faster than that in (6.20) = 6/s, Λy = 12/s, the adaptive
parameters were Kctrl = −105, Bctrl = 1, Actrl = 10−6. The task was to track a tilted ellipsoid trajectory.
In the simulations the simple Euler integration was applied with the time-resolution of the controller
δt = 10−3 s. Figure 6.42 clearly reveals that the adaptivity improved the trajectory tracking.
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Figure 6.42: The trajectory tracking of the non-adaptive (upper) and the adaptivev (lower) controllers for
x⃗

Figure 6.42 suggests that the non-adaptive controller slowly diverges while the adaptive one nicely
converges. This expectation is reinforced by Fig. 6.43.
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Figure 6.43: The trajectory tracking of the non-adaptive (upper) and the adaptivev (lower) controllers for
y⃗

The operation of the adaptivity is revealed by Fig. 6.44. In the non-adaptive case the lines red,
magenta, and ocher colors are exactly covered by the brown, purple, and pink ones. In the adaptive case
these curves are well separated but the “desired” and the “simulated” ones are in each-other’s close
vicinity. Details are displayed by Fig. 6.45 in which the events that follow turning on the adaptivity are
shown: then the formerly “identical” lines separate.
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Figure 6.44: The 2nd time-derivatives of ¨⃗x in the non-adaptive (upper chart) and the adaptive (lower
chart) controllers: simulated motion – black, blue, green lines, desired ones – red, magenta, ocher
lines, and the adaptively deformed – brown, purple, pink lines
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Figure 6.45: The 2nd time-derivatives of ¨⃗x in the non-adaptive (upper chart) and the adaptive (lower
chart) controllers: simulated motion – black, blue, green lines, desired ones – red, magenta, ocher
lines, and the adaptively deformed – brown, purple, pink lines (zoomed in excerpts)

The exerted forces are revealed by Fig. 6.46. In the non-adaptive case hectic fluctuations appear in
cyclic manner, while in the adaptive case, following the transient parts they disappear. Zooming in the
details in Fig. 6.47 also testifies that faster than that in (6.20).
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Figure 6.46: Exerted force in the non-adaptive case (upper chart) and in the adaptive case (lower chart)
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mx −
kL0
∥c⃗∥

)

Figure 6.47: Exerted force in the non-adaptive case (upper chart) and in the adaptive case (lower chart)
(zoomed in excerpts)

6.4 Application in vehicle control

6.4.1 Control of caster-supported carts with two driving wheels

In the past decade motion control of WMRs consisting of two actively driven wheels and a caster ob-
tained considerable attention (e.g. [76, 83, 84]). These approaches used Lyapunov’s 2nd method and
normally were based on complicated mathematical details. Our aim is to show that the RFPT-based
adaptive controller design allows the selection of kinematically prescribed point of the WMR for con-
trolling its motion and the rotation of the cart around this point. This point may differ from the mass
center point of the cart that was a very popular choice for tracking due to the fact that the equations
of motion in this case appear as that of a simple LTI system. If the tracked point is different to the
mass center point in the equations of motion strongly coupled nonlinear terms appear that makes the
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controller design task very complicated. It is also shown that if the properties of the driving motors as
Electrodynamic subsystems are also taken into consideration the control task becomes a third order
one. It is also shown that by the use of this adaptive technique the order of the control task can be re-
duced from 3 to 2. In this way I made a step towards the elaboration of a more general order reduction
technique in the case of nonlinear systems.

The main problem in the control of such systems [A. 17]:

1. Kinematic constraints 1: the cart must move on the surface of a plain ground, the independent
variables to be controlled are the (x,y) coordinates of a particular point of the cart on this plain,
and the rotational position around the horizontal axis θ.

2. Kinematic constraints 2: the above condition allows skidding/sliding/slipping of the cart on the
ground. These effects must be excluded, i.e. the system to be controlled is a non-holonomic
device in which the rotational speeds of the wheels uniquely determine the speed of the motion
over the ground.

3. For solving this task we have only two control agents, the torques exerted by the driven wheels.

4. The dynamic model of the cart has simple equations only if the the tracked point and the mass
center point of the system are identical. This condition rarely can be met.

5. Normally the dynamic parameters of the system are only approximately known.

6. On the basis of Classical Mechanics a 2nd order control can be formulated for the rotation of the
wheels. If the system is driven by electric DC motors the necessary torque components cannot
be instantaneously set, only the time-derivatives of these torque values can be instantaneously
prescribed.

7. Consequently

(a) either a 3rd order controller can be designed for the rotation of the wheels, or

(b) some order reduction technique must be elaborated for a nonlinear system

Figure 6.48: The kinematic structure of the two wheels model in which only the wheels must remain in
contact with the ground (rotations and torque components are defined according to the “right handed
convention“) [A. 17]

The solution is to 1. Local Optimization without Riccati Equations.The general conditions allow
two rotary degree of freedom. Let apply a rotation of the cart around axle x̂1 by angle qu radian by the
rotational matrix U (qu) generated by the generator ĜU as [A. 17]
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U (qu)
def
=


1 0 0
0 cosqu −sinqu
0 sinqu cosqu

 , Ĝ(U ) def=


0 0 0
0 0 −1
0 1 0

 . (6.26)

If the axles of the wheels in the “basic position” were parallel with x̂1 this operation can be realized
because it keeps the wheels in contact with the plane of motion that is perpendicular to x̂3 [A. 17].

Following that apply a rotation around x̂3 with angle qv radians by the orthogonal matrix V (qv) gen-
erated by the generator Ĝ(V ) as [A. 17]

V (qv)
def
=


cosqv −sinqv 0
sinqv cosqv 0
0 0 1

 , Ĝ(V ) def=


0 −1 0
1 0 0
0 0 0

 . (6.27)

This operation is possible, too, since it moves the wheels on the surface of the horizontal plain. There-
fore a two-parameters subgroup of the 3D rotational group was so found that its elements describe
the possible motion of the cart if it remains in contact with the horizontal plain. (qv ≡ θ) [A. 17].

From that fact cart is a Non-Holonomic device further constraints originate.
Since the rotation U (qu) around x1 does not concern the position of the wheels on the ground only

V (qv) is interesting that moves the wheels on the ground. (In the case of a caster U ≡ I .) [A. 17].

RR1 =D cosqv +R1

RR2 =D sinqv +R2

RL1 = −D cosqv +R1

RL2 = −D sinqv +R2
, (6.28)

ṘR1 = −D sinqv q̇v + Ṙ1

ṘR2 =D cosqv q̇v + Ṙ2

ṘL1 =D sinqv q̇v + Ṙ1

ṘL2 = −D cosqv q̇v + Ṙ2
(6.29)

So these relations are generally valid.

ṘR1+Ṙ
L
1

2 = Ṙ1 = rw
q̇r+q̇l
2 sinqv

ṘR2+Ṙ
L
2

2 = Ṙ2 = −rw
q̇r+q̇l
2 cosqv

ṘR1−Ṙ
L
1

2 = −D sinqv q̇v = rw
q̇r−q̇l
2 sinqv

ṘR2−Ṙ
L
2

2 =D cosqv q̇v = −rw
q̇r−q̇l
2 cosqv .

(6.30)

The non-holonomic constraints originate form the next figure:

Figure 6.49: The nature of the kinematic constraints in the case of a non-holonomic device [A. 17]

Ṙ1 = rw
q̇r+q̇l
2 sinqv , Ṙ2 = −rw

q̇r+q̇l
2 cosqv

q̇v = −
rw
D
q̇r−q̇l
2 .

(6.31)
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Apply a generally not realizable PID-type tracking policy by the use of the quantities to be controlled
as [A. 17]

hint(t)
def
=

∫ t

t0

(
ξN (ζ)− ξ(ζ)

)
dζ,

(
d
dt

+Λ

)3
hint(t) ≡ 0 (6.32)

where ξ
def
= (qv(t),R1(t),R2(t))

T . This idea works because the solution of the differential equation(
d
dt +Λ

)
f (t) ≡ 0 is f (t) = f (t0)exp(−Λ(t − t0)) −→ 0 as t −→ ∞. Equation (6.42) simply leads to the

desired 2nd time-derivatives as [A. 17]

ξ̈Des(t) =Λ3hint(t) + 3λ2ξ(t) + 3Λξ̇(t) + ξ̈N (t) (6.33)

Then in each program cycle the allowed q̈Desr and q̈Desl values that yield the best approximation of
the desired 2nd derivatives if a quadratic goal function

Φ(q̈Desr , q̈Desl )
def
=

=
(
ẍDes − ẍ

)2
+
(
ÿDes − ÿ

)2
+κ

(
θ̈Des − θ̈

)2
κ > 0,

ẍ = ẍ(qr ,ql , q̇r , q̇l , q̈Desr , q̈Desl ),
ÿ = ÿ(qr ,ql , q̇r , q̇l , q̈Desr , q̈Desl ),
θ̈ = θ̈(qr ,ql , q̇r , q̇l , q̈Desr , q̈Desl )

(6.34)

is used [A. 17].
Suggested solution for simultaneous compensation of the modeling imprecisions and nonlinear

order reduction.
Use the analytical form and the numerical parameters of the best available model for the cart’s

dynamics! In our case it is [A. 17]:

Iθ̈ = Ir
2D (q̈r − q̈l) = D

r (Tr − Tl),

M

(
ẍ

ÿ

)
=

(
cos(θ)
sin(θ)

)
Tr+Tl
r .

(6.35)

Consider the model of the DC motor as follows:

νq̈rl =
Qerl+

Qextrl
ν −bνq̇rl
Θ

,

Q̇erl =
−RQerl−K

2νq̇rl+KUrl
L

(6.36)

where identical motors were assumed at the LHS and RHS with the variables and parameters as follows
[A. 17]:

• Qe [N ·m] is the torque of electromagnetic origin exerted on the motor’s axle (it is proportional to
the motor current),

• Qext [N ·m] is the torque of external origin acting on the wheel’s axle, i.e. Qextrl = Trl ,

• R = 1[Ω] is the Ohmic resistance of the motor’s coil system,

• L = 0.5[H] is its inductivity,

• Θ = 0.01[kg ·m2] denotes the momentum of the rotary part of the motor,

• b = 0.1[N ·m · s/rad] describes the viscous friction of the motor’s axle,
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• K = 0.01 is the motor’s torque coefficient, and

• U [V ] denotes the motor control voltage,

• ν = 1/5 is the gear ratio regarding the motor and the wheel axles

By the use of the first equation of the motor’s equation of motion Qe
Des

rl is calculated for q̈Desrl . As-
suming that Q̇erl ≈ 0 for a given constant q̇rl the stabilized value of the necessaryUDes

rl is estimated from
the 2nd equation of (6.36) as [A. 17]

UDes
rl

def
=
R
K
Qe

Des

rl +Kνq̇rl . (6.37)

This approximate estimation has to be adaptively deformed.

6.4.1.1 Simulation Results

The above described model was used, both adaptive RFPT and RFPT based MRAC cases.
The adaptive RFPT case:

Figure 6.50: The trajectory tracking: non-adaptive control (LHS), adaptive control (RHS) [xN , yN : black
,θN : green, x,y: blue, θ: pink] [A. 17]
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Figure 6.51: The tracking error (upper) and the wheels’ rotational speeds (lower): non-adaptive control
(LHS), adaptive control (RHS) [xN − x: black, yN − y: blue, θN −θ: green, q̇r : black, q̇l : blue] [A. 17]

The MRAC case:

Figure 6.52: The trajectories: Non Adaptive case (LHS), MRAC case (RHS) (Nominal: black, Simulated:
blue)[A. 18]

Figure 6.53: The rotation of the Cart: Non Adaptive case (LHS), MRAC case (RHS) (Nominal: green,
Simulated: ocher) [A. 18]
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Figure 6.54: Tracking Error: Non Adaptive case (LHS), MRAC case (RHS) (x: black, y: blue, θ: magenta)
[A. 18]

Figure 6.55: Rotational speed of the wheels: Non Adaptive case (LHS), MRAC case (RHS) (wheel left:
blue, wheel right: black) [A. 18]

6.4.2 Nonlinear Order Reduction based on an Adaptive Controller Using Approxi-
mate Dynamical Model

The approach I suggested is not based on these antecedents. With the assumption that the operation
of the electromagnetic subsystem is considerably faster than that of the mechanical parts it seems to
be a realistic approach to apply constant torque values during the cycles of the digital controllers. Be-
tween the cycles this results in step functions. It is assumed that the necessary torque or force values
quickly reach the stationary states and remain almost constant. The possibility for that is generally
guaranteed by the the stabilizing nature of the dissipative components as in the case of the “Passivity
Control” [85, 86]. This approach as it is only a simple approximation that generates errors. My main idea
was to compensate the consequences of these approximations together with that of other modeling
imprecisions or external disturbances by an adaptive controller.

6.4.3 The Model of the Permanent Magnet DC Motor and the Unified Model

m I is assumed that both of the active wheels are driven by identical motors the model of which was
taken from [77].

Q̇e =
−RQe −K2q̇+KU

L
. (6.38)

The definition of the variables and parameters is given as follows:

• q is the rotational angle of the motor’s shaftét,

• Qe denotes the torque of electromagnetic origin,

• R is the dissipative Ohmic resistance of this coil,

• L denotes the inductivity of this coil,
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• K the torque coefficient of the motor,

• U is the actual control voltage.

This model has to be combined with the dynamic model of the cart. The result is:

ΘMot

ν I + −νr
2
w

2D

 1
rw

− Drw
− 1
rw
− Drw

H̃× (
q̈r
q̈l

)
+ b
ν

(
q̇r
q̇l

)
+ −νr

2
w

2D

 1
rw

− Drw
− 1
rw
− Drw

B =
(
QeMot

r

QeMot
l

)
, where

H̃11 =
rw
2D (Θ11 +Θ22)+

Mrw
2 (S2sqv + S1cqv) ,

H̃12 = −
rw
2D (Θ11 +Θ22)+

Mrw
2 (S2sqv + S1cqv) ,

H̃21 =
Mrw
2D (S2sqv + S1cqv)+

Mrw
2 ,

H̃22 =
Mrw
2 −

Mrw
2D ×

(S2sqv + S1cqv)
(6.39)

in which the more condensed form was used with the definitions cqv
def
= cosqv and sqv

def
= sinqv wile

I ∈ IR2×2 denotes a unit matrix.
Via comparing (6.39) with (6.35) the increase in the formal model-complexity becomes evident.

Even if on symmetry reasons the sum (Θ11 +Θ22) remains constant as well as Ξ if Ŝ , 0 (and con-
sequently S , 0), (6.39) cannot be LTI-type: the matrix elements of H̃ will depend on the rotational
orientation qv and the term defined in the array B of (6.39), besides the nonlinearities caused by the
occurrence of sinqv and cosqv quadratic terms in q̇r és q̇l also appear. On this reason the formal prop-
erties of the model in (6.39) do not allow the simple design that is possible in the case of (6.35). The
nonlinearities require the use either Lyapunov’s 2nd method or one of its alternatives. In my contribu-
tion I developed and RFPT-based adaptive controller that separates the dynamics of the system from
the purely kinematically formulated desired trajectory tracking properties. On this reason it is expedient
to consider the kinematically possible trajectory tracking properties in the sequel.

6.4.4 Possible Trajectory Tracking Prescriptions Allowed by the Kinematic Con-
straints

Ṙ1 = rw
q̇r+q̇l
2 sinqv

Ṙ2 = −rw
q̇r+q̇l
2 cosqv

q̇v = −
rw
D
q̇r−q̇l
2 .

(6.40)

A kinematikailag megengedhető 2. deriváltak a csúszástól mentes speciális esetben (6.40)-ból szár-
maztathatók a következőképp:

R̈1 = rw
q̈r+q̈l
2 sinqv + rw

q̇r+q̇l
2 cosqvq̇v

R̈2 = −rw
q̈r+q̈l
2 cosqv + rw

q̇r+q̇l
2 sinqvq̇v

q̈v = −
rw
D
q̈r−q̈l
2 .

(6.41)

Assume that we have some nominal trajectory expressed as ξN
def
=

(
qNv (t),R

N
1 (t),R

N
2 (t)

)T
that has to

be tracked by the controller as precisely as it is possible. (It is not assumed that this trajectory would be
exactly realizable. It may origin from a driver who does not mind the problem of kinematic limitations.)
A purely kinematic design for the tracking can be a PID-type tracking error relaxation given by (6.42)
with IR ∋Λ > 0:
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h(t)
def
= ξN(t)− ξ(t) ,

hint(t)
def
=

∫ t
t0

(
ξN(ζ)− ξ(ζ)

)
dζ ,(

d
dt +Λ

)3
hint(t) ≡ 0

(6.42)

in which ξ
def
= (qv(t),R1(t),R2(t))

T . This idea is based on the observation that the solution of the dif-
ferential equation

(
d
dt +Λ

)
f (t) ≡ 0 for an arbitrary initial value converges to 0 as t→∞. The equation

(6.42) leads to the following “desired 2nd time- derivatives”:

ξ̈Des(t) =Λ3hint(t) + 3Λ2h(t)+
3Λḣ(t) + ξ̈N(t) .

(6.43)

In the case of a PD-type tracking strategy we may prescribe
(
Λ+ d

dt

)2 (
ξN (t)− ξ(t)

)
≡ 0 that leads to

the feedback terms in (6.44) and the desired 2nd time-derivatives

ξ̈Des(t) = 2Λ2h(t) + 2Λḣ(t) + ξ̈N(t) . (6.44)

In the lack of skidding, due to the non-holonomic constraints neither (6.43) nor (6.44) can be exactly
realized. This may result in a continuously increasing integrated error that cannot be compensated,
therefore the appropriate tracking prescription may result even in divergence. A plausible “remedy”
may be the limitation of the effect of the error integral with a limiting factor w > 0 as

ξ̈Des(t) =Λ3w tanh
(
hint(t)
w

)
+

3Λ2h(t) + 3Λḣ(t) + ξ̈N(t) .
(6.45)

(“truncated PID strategy”).
If in spite of that remains some little tracking error remains its relaxation can be sped by the equation:

ḣ = −αsign(h)|h|βkin ,

h(t) =
[
h(0)1−βkin

−α(1− βkin)t]
1

1−βkin

α > 0 és βkin ∈ (0,1), h ≥ 0, t ≥ 0 ,

(6.46)

in which a little initial error could be relaxed much faster than in the case of a linear feedback. On
this reason I refer to this strategy as “greedy error relaxation”. Since this feedback is considerably for
small errors and its significance fades as the error increases it may be expedient to combine it with the
linear feedback by the use of a “balancing factor” bbal ∈ (0,1) and modify the original PID- and PD-type
strategies as

ξ̈Des(t) =Λ3w tanh
(
hint(t)
w

)
+

3Λ2 [bbalh(t) +
(1− bbal)sign(h)|h(t)|βkin

]
+

3Λḣ(t) + ξ̈N(t) ,

(6.47)

and

ξ̈Des(t) = 2Λ2 [bbalh(t)+
(1− bbal)sign(h)|h(t)|βkin

]
+

2Λḣ(t) + ξ̈N(t) .

(6.48)

Our expectation is a faster relaxation for both the small and the big errors.
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A urther possibility is the application of a little sinusoidal modulation of the original nominal trajec-
tory. The Ackermann-type steering systems have the feature that they allow only simultaneous modifi-
cation of the rotational pose and the location. This behavior can be experienced by the drivers whenever
the car must be “inserted” into a narrow parking place or it has to be moved out from such places. In
the latter case at first the orientation has to be set in an iterative manner step-by-step compensating
the little translations. In the possession of the desired orientation already greater translations can be
allowed. The suggested sinusoidal modulation allows a similar compromise between orientation and
position during the whole trip.

A simple possibility for finding a viable compromise to distribute the tracking error between the
three components is the minimization of the sum of their weighted squares according to q̈r and q̈l in
each considered time-instant. Due to that only possible desired motion is considered. According to
(6.41)

Φ(q̈r, q̈l) := κ1
[
ξ̈1(t)− ξ̈Des

1 (t)
]2
+

κ2
[
ξ̈2(t)− ξ̈Des

2 (t)
]2
+

κ3
[
ξ̈3(t)− ξ̈Des

3 (t)
]2 (6.49)

in which κ1, κ2, κ3 > 0 are positive weights concern the orientation error, the position error according to
coordinate x, and the position error according to coordinate y , respectively. The case κ2 , κ3 means a
on-isotropic error sensitivity. It is easy to find the minimum of the goal function since

0 = ∂Φ
∂q̈r

=

2κ1
[
ξ̈1(t)− ξ̈Des

1 (t)
]
∂ξ̈1
∂q̈r

+2κ2
[
ξ̈2(t)− ξ̈Des

2 (t)
]
∂ξ̈2
∂q̈r

+2κ3
[
ξ̈3(t)− ξ̈Des

3 (t)
]
∂ξ̈3
∂q̈r

,

0 = ∂Φ
∂q̈l

=

2κ1
[
ξ̈1(t)− ξ̈Des

1 (t)
]
∂ξ̈1
∂q̈l

+2κ2
[
ξ̈2(t)− ξ̈Des

2 (t)
]
∂ξ̈2
∂q̈l

+2κ3
[
ξ̈3(t)− ξ̈Des

3 (t)
]
∂ξ̈3
∂q̈l

(6.50)

in which according to (6.41)

∂ξ̈1
∂q̈r

= ∂q̈v
∂q̈r

= − rw2D ,
∂ξ̈2
∂q̈r

= ∂R̈1
∂q̈r

= rw sinqv
2 ,

∂ξ̈3
∂q̈r

= ∂R̈2
∂q̈r

= − rw cosqv
2 ,

∂ξ̈1
∂q̈l

= ∂q̈v
∂q̈l

= rw
2D ,

∂ξ̈2
∂q̈l

= ∂R̈1
∂q̈l

= rw sinqv
2 ,

∂ξ̈3
∂q̈l

= ∂R̈2
∂q̈l

= − rw cosqv
2 ,

(6.51)

that is

0 = −κ1
[
ξ̈1(t)− ξ̈Des

1 (t)
]
rw
2D +κ2

[
ξ̈2(t)− ξ̈Des

2 (t)
]
rw sinqv

2 κ3
[
ξ̈3(t)− ξ̈Des

3 (t)
]
rw cosqv

2

0 = κ1
[
ξ̈1(t)− ξ̈Des

1 (t)
]
rw
2D +κ2

[
ξ̈2(t)− ξ̈Des

2 (t)
]
rw sinqv

2 −κ3
[
ξ̈3(t)− ξ̈Des

3 (t)
]
rw cosqv

2 .
(6.52)

Furthermore, according to (6.41) these expressions are linear in q̈r and q̈l, therefore the solution can
easily be obtained as
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0 = −κ1
[
− rwD

q̈r−q̈l
2 − ξ̈Des

1 (t)
]
rw
2D+

κ2
[
rw

q̈r+q̈l
2 sinqv + rw

q̇r+q̇l
2 cosqvq̇v

−ξ̈Des
2 (t)

]
rw sinqv

2

−κ3
[
−rw

q̈r+q̈l
2 cosqv + rw

q̇r+q̇l
2 sinqvq̇v

−ξ̈Des
3 (t)

]
rw cosqv

2 ,

0 = κ1
[
− rwD

q̈r−q̈l
2 − ξ̈Des

1 (t)
]
rw
2D+

κ2
[
rw

q̈r+q̈l
2 sinqv + rw

q̇r+q̇l
2 cosqvq̇v

−ξ̈Des
2 (t)

]
rw sinqv

2

−κ3
[
−rw

q̈r+q̈l
2 cosqv + rw

q̇r+q̇l
2 sinqvq̇v

−ξ̈Des
3 (t)

]
rw cosqv

2 .

(6.53)

This is a set of linear equations that easily can be solved with a variable transformation for q̈−
def
= (q̈r − q̈l)

and q̈+
def
= (q̈r + q̈l) in (6.55). Via comparing the two equations it is obtained that κ1r

2
w

4D2
r2w(κ2sq2v+κ3cq2v)

4

−κ1r
2
w

4D2
r2w(κ2sq2v+κ3cq2v)

4


(
q̈−
q̈+

)
=

(
−κ1ξ̈Des

1
rw
2D +κ2ξ̈

Des
2

rwsqv
2

κ1ξ̈
Des
1

rw
2D +κ2ξ̈

Des
2

rwsqv
2

)
+(

−κ3ξ̈Des
3

rwcqv
2

−κ3ξ̈Des
3

rwcqv
2

)
+ (κ3 −κ2)r2w

q̇r+q̇l
4 cqvsqvq̇v

(κ3 −κ2)r2w
q̇r+q̇l
4 cqvsqvq̇v


(6.54)

 κ1r
2
w

4D2
r2w(κ2 sin2 qv+κ3 cos2 qv)

4

−κ1r
2
w

4D2
r2w(κ2 sin2 qv+κ3 cos2 qv)

4


(
q̈−
q̈+

)
= −κ1ξ̈Des

1
rw
2D +κ2ξ̈

Des
2

rw sinqv
2 −κ3ξ̈Des

3
rw cosqv

2 + (κ3 −κ2)r2w
q̇r+q̇l
4 cosqv sinqvq̇v

κ1ξ̈
Des
1

rw
2D +κ2ξ̈

Des
2

rw sinqv
2 −κ3ξ̈Des

3
rw cosqv

2 + (κ3 −κ2)r2w
q̇r+q̇l
4 cosqv sinqvq̇v

 .

(6.55)

q̈Des
+ =

2
(
κ2ξ̈

Des
2 sqv−κ3ξ̈Des

3 cqv+(κ3−κ2)r2w
q̇r+q̇l
2 cqvsqvq̇v

)
r2w(κ2sq

2
v+κ3cq

2
v)

(6.56)

Via subtracting the 2nd equation from the 1st one we obtain that

q̈Des
− = − 2D2

κ1r
2
w

κ1rw
D ξ̈Des

1 = −2D
rw
ξ̈Des
1 (6.57)

from which it follows that

q̈Des
r = q̈Des

+ +q̈Des
−

2 , és
q̈Des
l = q̈Des

+ −q̈Des
−

2 .
(6.58)

It is interesting that κ1 is cancelled but κ2 and κ3 remain present in the equations.
From physical point of view –based on symmetry considerations– we could be apt to insist on the

isotropic prescription κ2 = κ3. However, in the case of two actively driven wheels such an idea in not
necessarily expedient. To explain this idea consider Fig. 6.51 and the constraint equations in (6.41). If
qv = 0 or qv = π q̈r and q̈l do not ave any effect on R̈1.
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In similar manner if qv = ±π2 , q̈r and q̈l do not have any effect on R̈2. In the vicinity of these special
points the kinematically prescribed R̈Des

1 or R̈Des
2 values have only little influence on q̈+. These effects

can be well tracked in (6.56) that can well be utilized in the following manner: if an effect is very small,
e.g. there is no way to efficiently influence the value of ẍ let us neglect the prescription for it and let
modify efficiently the value of ÿ that is easy in the given pose. Such a strategy can easily be realized by

the application of dynamically varying weight factors in the goal function as κ2
def
= κ20

(
1− cos2 qv

)
and

κ3
def
= κ30

(
1− sin2 qv

)
with the new parameters κ20 > 0 and κ30 > 0. The symmetric choice κ20 = κ30

may be expedient due to symmetry reasons.

6.4.5 Simulation Results

The nominal trajectory was circle on the plain with continuous increase in the orientation angle qv. The
kinematic parameters of the carts and its approximation were the same but the dynamic parameters
were different. The approximate model assumed that the center point of the two wheels (this poin was
tracked by the controller) is identical with the mass center point. In the actually driven system there
was an offset.

6.4.5.0.1 Exact model parameters

• The inertial momentum tensor in the “initial position” had the following elements: Θ̂Exact
11 = 5kgm2,

Θ̂Exact
22 = 6kgm2;

• The ofset of the mass center point in the initial position was: ŜExact1 = 0.3m, and ŜExact2 = 0.4m;

• Full mass of the cart: MExact = 2kg;

• The viscous coefficient of the motor shaft: bExact = 0.1Nmsrad−1;

• Gear ratio at the drives: νExact = 0.1,non-dimensional ;

• Ohmic resistance of the coils: RExact = 1Ohm;

• Inductance of the coils: LExact = 0.5H;

• Torque coefficient of the motor: KExact = 0.01NmA−1

• Momentum of the rotary part of the motor: ΘMotExact = 0.01kgm2;

• The radii of the wheels: rExactw = 0.1m;

• Half distance between the wheels: DExact = 1m;

6.4.5.0.2 Approximate model parameters

• The inertial momentum tensor in the “initial position”: Θ̂Approx
11 = 7kgm2, Θ̂Approx

22 = 8kgm2;

• The offset of the mass center point in the initial position: ŜApprox1 = 0m, and ŜApprox2 = 0m;

• Full mass of the cart: : MApprox = 2.5kg;

• The viscous coefficient of the motor shaft: bApprox = 0.05Nmsrad−1;

• Gear ratio at the drives: νApprox = νExact;

• Ohmic resistance of the coils: RApprox = 1.5Ohm;
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• Inductance of the coils: LApprox = 0.55H;

• Torque coefficient of the motor: KApprox = 0.02NmA−1;

• Momentum of the rotary part of the motor: ΘMotApprox =ΘMotExact;

• The radii of the wheels:: rApproxw = rExactw ;

• Half distance between the wheels: DApprox =DExact;

The cycle time of the controller was 1ms. The control parameters were as follows: bbal = 0.5,
βkin = 0.5, w = 5× 10−2, Bc = −1, Kc = 104, Λ = 3s−1, Ac was tuned.

The PID-type and the truncated PID controllers’ tracking error in the case of lacking sinusoidal mod-
ulation and fixed isotropic weighting (κ2 = κ3 ≡ 1) is displayed in Fig. 6.56. It is clear that in contrast to
the non-constrained systems in which the application of the integrating term normally used to decrease
the error, in our case the error increased. This was also found true for the truncated PID controller.

Figure 6.56: The trajectory tracking error of the PID (LHS) and the “truncated PID” (RHS) controllers
without modulation in the static (κ2 = κ3 ≡ 1 case); Trajectory tracking error of the adaptive controller:
PID case (LHS), “truncated PID” case (RHS) [θ: black, x: blue, y: green lines]

The trajectory tracking of the PD and “greedy PD” static controllers for sinusoidal modulation and
modulation-free cases are shown in Fig. 6.57. It is evident that the “greedy PD” controller yields more
precise tracking than the common PD controller. Figure 6.58 displays the the trajectory tracking in the
(x,y) plane in the case of the same simulations.

Figure 6.57: Trajectory tracking of the PD (LHS) and the “greedy PD” (RHS) controllers in the static,
isotropic (κ2 = κ3 ≡ 1) case: without modulation: upper charts, modulated nominal motion: lower
charts [θ: black, x: blue, y: green lines]
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Figure 6.58: Trajectory tracking of the PD (LHS) and the “greedy PD” (RHS) controllers in the static,
isotropic (κ2 = κ3 ≡ 1) case: without modulation: upper charts, modulated nominal motion: lower
charts [nominal trajectory: black, simulated trajectory: red]

In Fig. 6.59 the q̇r and q̇l rotational speeds are revealed for the “greedy PD” controller. It reveals
the mechanism according to which the modulation improves the tracking precision. The highest fre-
quency variation is the consequence of the RFPT-based technique, the lower frequency pertains to the
modulation.

Figure 6.59: The q̇ values for the static and isotropic (κ2 = κ3 ≡ 1) adaptive controller: without modula-
tion (upper charts), with modulation (lower charts); “greedy PD” at the beginning of the trajectory (LHS)
and at its end (RHS) [q̇r: black, q̇l: blue lines]

To substantiate that the RFPT-based adaptivity plays important role in the precise trajectory tracking
Figs. 6.60 and 6.61 were created. The comparison with Figs. 6.57 and 6.58 make this statement
evident.
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Figure 6.60: The behavior of the non-adaptive “greedy PD” with non-dynamic tracking (LHS) and dy-
namic tracking (RHS) without modulation (upper charts) and with modulation (lower charts) [θN: black,
xN: blue, yN: green lines, θ: red, x: purple, y: ocher lines]

Figure 6.61: The trajectory tracking of the non-adaptive “greedy PD” controller in the (x,y) plane with-
out modulation (upper charts), with modulation (lower charts) with static tracking (LHS) and dynamic
tracking (RHS) [nominal trajectory: black, simulated trajectory: red lines]

The essence of the adaptive learning is revealed by Fig. 6.62. While the “desired” and “simulated”
values are in each other’s vicinity, the adaptively “deformed” signal considerably differs from them. It is
also evident that the adaptive learning better works in the case of modulated nominal trajectory.
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Figure 6.62: The q̈ values for the static adaptive controller without modulation (upper charts) and with
modulation (lower charts) for the “greedy PD” option (LHS) (zoomed in excerpts are given in the RHS):
[q̈Des
r : black, q̈Des

l : blue lines, q̈Def
r : green, q̈Def

l : red lines, q̈r: purple, q̈l: ocher lines]

6.5 Further research plans: Cognitive Control (CoCo)

The Cognitive Control (CoCo) is a new field of control theory [A. 23]. The Definition of Cognitive Control
was:

“(Cognitive control (CoCo)). Cognitive control theory (CoCo) is an interdisciplinary branch of engi-
neering, mathematics, informatics, control theory and the cognitive/social sciences. CoCo deals with
the dynamics of individual and/or collective cognitive phenomena. The theories and methodologies of
CoCo give control theoretical interpretations of such dynamics in order to explain and control cogni-
tive phenomena, as well as to apply them in system control design, without necessarily distinguishing
between biological and artificial aspects.” [A. 23]

Remarks [A. 23]:

1. It is important to note that the definition of CoCo engenders systems which function in ways
similar to cognitive phenomena, as well as systems which focus on the control of cognitive phe-
nomena.

2. An important aspect of CoCo is that it deals with the dynamics of both individual and collective
cognitive phenomena. This means that not only the perception and reasoning of individual living
systems (i.e., a single person) are under focus, but also the collective tendencies and behaviors
of systems comprised of a large number of animals, humans, etc.

3. The fact that CoCo does not necessarily distinguish between biological and artificial aspects im-
plies that CoCo generally aims to create unified theories which reflect the tendency of merging
between natural cog- nitive systems (e.g., humans) and artificial cognitive systems (e.g., infocom-
munications devices, ICT)

In the practice we must normally be content with very approximate models that do not promise any
possibility for making them perfect via learning or parameter tuning. In this regard, the foundations of
a novel control approach were laid down in and in related publications. This control approach can be
largely equated with cognitive control, and it outlines the following major characteristics [A. 23]:

1. Instead of exerting efforts to identify a permanent, precise, complete, environment-independent
model of the phenomenon under control, we can make do with temporal, imprecise, incomplete,
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situation-dependent models. These models can correspond either to the usual universal approx-
imators or may be taken from simple Lie groups (e.g. the Rotational Group, Lorentz Group, Sym-
plectic Group) that are also able to provide us with uniform model structures having very limited
number of independent parameters. These Lie groups do not belong to the phenomenology of
the controlled systems: they are used only because they offer very convenient and lucid, geo-
metrically interpreted possibilities for dealing with subspaces for which no actual information is
available for the controller.

2. The temporal and situation dependent nature of these models allows great simplification: no
need is generated for creating very sophisticated models. Instead of that frequent correcting
actions are needed.

3. Besides the simple fact that these models need correcting feedback signals, their iterative nature
worths especial emphasis. These controllers operate with simple Cauchy sequences obtained
by contractive maps so these sequences have to converge to the solution of the control task. In
this manner the control of fractional order systems –that generally have long term memory– can
easily be attempted. Since the derivation rules for fractional order derivatives do not inherit that
of the integer order ones we have extreme difficulties in dealing with the Lyapunov functions and
their derivatives. All of these difficulties are elegantly evaded in this manner.

4. Due to temporal and situation dependent nature of the models this approach applies neither
asymptotic nor global stability can be the general goal of such controllers. Due to the principle of
causality the modeling insufficiencies at first can be observed, and the correcting action may hap-
pen only afterwards. (Asymptotic stability is generally possible only if the controller possesses
an analytically exact model with approximate parameters. After precisely tuning the parameters
the results of further observations are not used for correcting actions.) Also, in the lack of exact
model we cannot give any statement on the exact limits of the stability of the so developed con-
trollers: guaranteeing global stability is hopeless (and in the most of the practical applications is
also unnecessary).

5. Due to the lack of reliable complete model any effort for developing model-based state estimators
as Kalman filters is hopeless. Simulation examples indicate that this approach can work without
taking the numerical burden of any state estimation.

6. Though global stability cannot be guaranteed simple complementary tuning strategies were in-
vented that help keeping the controlled system in the region of convergence. It have been also
shown that quitting the region of convergence cannot result in catastrophic aftermaths: the con-
troller can still work with considerable chattering that can be reduced and evaded.

7. Finally, these controllers can behave in a cognitive way that besides applying iterative correc-
tions to a given approximate model they can select various approximate models by observing
the behavior of the controlled systems. These observers seriously differ from the classic state
observers. Normally they can be realized by simple forgetting integrators that observe certain
simple signals as e.g. certain aftermaths of the excitation of the not modeled internal degrees of
freedom as in.
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CHAPTER 7
THESES

Thesis 1: Studying and improving the operation of the RFPT-based
adaptive controller outside of its convergent regime

I conducted systematic investigations for the behavior of the RFPT-based controller’s operation outside
of the region of convergence in the case of single (SISO) and multiple (MIMO) dimensional systems.

I have proved that whenever the response function of the controlled SISO system can be approxi-
mated by affine expressions, and the initial signal of the iterative control sequence is between the trivial
fixed point and the fixed point that is the solution of the control task the controller produces chaotic,
bounded fluctuation in the control signal. This fluctuation corresponds to a “bouncing” motion between
two repulsive fixed points.

I have observed that the controller’s operation in this case is similar to that of a Sliding Mode/Variable
Structure controller with great chattering.

I have illustrated the same qualitative behavior in the case of a 2 DoF and a 3 DoF system via simula-
tions. On the basis of these simulation results I have revealed that the consequences of this chattering
are not necessarily fatal from the point of view of the control.

I have successfully generalized the chattering reduction technique first announced in [29] for SISO
systems to MIMO systems. I referred to the so obtained controller as “Bounded RFPT”-based design.

I have shown that if the initial signal is outside of this region the sequence diverges. I have shown
it, too, that this case does not have practical significance because it can be avoided easily by properly
setting the control parameters.

The publications strictly related to this thesis are: [A. 1], [A. 2].

Thesis 2: Application of the RFPT-based adaptive control for the spe-
cial nonlinearities and phenomenological limitations in chemical re-
actions

I systematically studied the typical nonlinearities occurring in chemical systems. I have identified two
types of significant classes: a) the nonlinear equations of motion that typically contain the multiplica-
tions of various powers of the concentrations, due to the “Mass Action Law”; b) the phenomenological
limitations of the control signals, and that of the concentrations.
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While the multiplicative nonlinearities has the usual consequences that the time-derivatives of the
state variables nonlinearly depend on these variables, the phenomenological limitations have far more
drastic aftermaths: by the use of dense reagents at the input side the concentration of the components
within a stirred tank reactor can be selectively increased by the controller, but it cannot be selectively
decreased: either each ingredient has to be diluted or the input rate has to be truncated at zero. During
such periods the concentration of this component cannot be controlled according to the needs of the
prescribed control law. The controller has to wait while this concentration decreases by the internal
reactions within the tank.

The other limiting factor is that whenever a concentration achieves the value of zero, its time-
derivative can be only non-negative. This nonlinearity is similar to the saturation effects.

I have illustrated the above effects in the case of the Brusselator model that was a significant
paradigm of the autocatalytic phenomena. I have shown that in the case of a conventional PID-type
control based on the reaction equations without applying the necessary phenomenological limitations
nice tracking of the prescribed nominal motion is possible. However, in this case the solution partly
lays within the physically not interpretable region.

By the use of the same paradigm I have shown that a carefully designed RFPT-based adaptive con-
troller efficiently can solve the same task so that its solution remains always physically interpretable.

To extend the application field of the RFPT-based adaptive control approach I have studied a more
precise model of the chemical reactions in which I took it into consideration that the addition of a
given reagent dilutes the other ones, i.e. the concentration of the various ingredients cannot completely
separately manipulated. (In the mainstream of the literature this effect normally is neglected.) I have
called this effect “input coupling” and have shown that the RFPT-based design can be applied to this
model in a contradiction-free manner at the cost of increasing the order of the control task. I have run
numerical simulations to illustrate this ability of the RFPT-based design.

I have shown via simulations that this RFPT-based solution can be improved by the application of
fractional order derivatives that gives the controller certain robustness with respect to the measure-
ment noises and also allows some increase in the cycle time of the control that may have practical
significance in the case of slow sensors.

The publications strictly related to this thesis are: [A. 3], [A. 4], [A. 5].

Thesis 3: Improving the parameter tuning possibilities for the RFPT-
based design: the discovery and application of the “Precursor Oscil-
lations”

Based on the observations related to the phenomenon of chaos formation of the RFPT-based control
I have proven that if the response function of the controlled system can be approximated by an affine
expression, by fixing the adaptive control parameters in the RFPT-based scheme, namelyKc and Bc , the
following situation can be created: if the parameter Ac is slowly increased from zero, at the beginning
the controller works with monotonic convergence in the “iterative learning”. The speed of this conver-
gence increases with increasing Ac till achieving its maximal value. Following that the controller still
remains convergent with further increasingAc but this convergence has non-monotonic, oscillating na-
ture. I called these oscillations “Precursor Oscillations” because further increase in Ac decreases the
speed of convergence and finally ends up in the non-convergent regime of bounded chaotic oscillations.

I have designed a model-independent observer to monitor the occurrence of the Precursor Oscil-
lations and have shown that this observer can be efficiently used in the adaptive tuning of the control
parameter Ac. In this manner I made a significant step in the direction of widening the applications of
the RFPT-based design that originally suffered from the limitations of the bounded region of conver-
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gence.
I have illustrated the applicability of the “Precursor Oscillations”-based technique via simulations for

an underactuated mechanical system.
I have also shown the occurrence of the Precursor Oscillations in the case of the Bounded RFPT-

based design and illustrated its use via simulations for a 1 DoF mechanical system.
The publications strictly related to this thesis are: [A. 6], [A. 7].

Thesis 4: Practical modification of the original RFPT-based design

In the original RFPT-based design the saturated nature of a sigmoid function was of essential signifi-
cance: it determined the width of the slot within which the response error’s details are taken into con-
sideration.

I have shown that this component can be replaced by a truncated linear function that from mathe-
matical point of view is not a sigmoid function (it is not monotone increasing because having constant
parts at ±1), but it is a very good practical approximation that is easy to realize even by analog circuits.
Furthermore its slope can easily be tuned.

The applicability of the so modified adaptive controller was shown via simulations for a fully driven
and an underactuated 2 DoF mechanical system.

The publications strictly related to this thesis are: [A. 8], [A. 9].

Thesis 5: Combination of the RFPT-based control with the traditional
Luenberger Observer

The traditional adaptive control results partly originate from the field of the adaptive control of robots.
In this special application area the mechanical state of the controlled system ab ovo is measured by
appropriate sensors the use of which do not require the use of “state observers”. State observers nor-
mally have to be used when certain state variables cannot be directly measured. In this case some
other measurable quantities are available that are in functional relationship with certain components
of the state variables. In the realm of the LTI systems for this purpose a “canonical formulation” is
available.

In this Thesis I have shown how the RFPT-based adaptive design can be combined with the classical
Luenberger observer in the case of a nonlinear system under control. For the illustrative simulations
the model of a nonlinear oscillator was used.

The publications strictly related to this thesis are: [A. 10].

Thesis 6: Novel RFPT-based order reduction technique for nonlinear
systems

Whenever the system to be controlled consists of a great number of dynamically coupled subsystems
the order of the appropriate model and that of the control task is inconveniently high. The drawbacks are
the ample dimension of the initial states as well as the sensitivity of the differentiation to the measure-
ment noises. In such cases it is practical to apply reduced order controllers. The traditional antecedents
tackle this problem from the theoretical background of the LTI systems.

In this thesis I have shown that for the control of stable systems the RFPT-based adaptive technique
allows a far simpler approach to the problem of order reduction in which the consequences of the order
reduction are compensated by that of the other modeling errors without the need for the identification
of the various effects. The considered simulations were made for a DC motor driven cart.
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The publications strictly related to this thesis are: [A. 14], [A. 21].

Thesis 7: Application of the RFPT-based technique for the control of
higher order systems

In certain applications that do not need too high order approach, instead of order reduction the appli-
cation of higher order controller may be advantageous.

In this thesis I have shown that via completing the RFPT-based design with a polynomial higher order
differentiator the method can efficiently solve 4th order control tasks. The basic idea of the applied
numerical derivator is the application of a scaling for the time-variable to a scale in which the polynomial
fitting yield stable result. Following this calculation the result can be scaled back to the real time scale.

The applicability of the method was shown via simulations for a swinging problem and a more
or less artificial paradigm just developed for the purposes of this research (mass-points coupled by
nonlinear springs).

The publications strictly related to this thesis are: [A. 15], [A. 16].

Thesis 8: Further applications of the RFPT-based adaptive control
design

In the current control literature various modern solutions are in use. The aim of this thesis is to reveal
novel applications for which alternative solutions were already found in the literature.

The first example was the control of an aeroelastic wing component based on the antecedents in
[87, 88]. For this paradigm I have developed a basic RFPT-based method in [A. 11], and an RFPT-based
MRAC solution in [A. 11].

The second example was the adaptive dynamic control of a small airplane model that normally
serves as a “benchmarking object” in the control literature in [A. 13].

The other application paradigm that extensively was investigated the adaptive dynamic control of
a caster supported WMR driven by two actively driven wheels. In this task the underactuation caused
by the non-holonomic constraints and the complexity of the dynamic model in the case in which the
location of the mass center point is not a priori known mean the main challenges. The publications
strictly related to this part of the thesis are: [A. 14], [A. 17], [A. 18], [A. 19], [A. 20], [A. 21], [A. 22].
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